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is linear, AoJ can be obtained by first time-averaging the equation 
and then solving it. Time-averaging Eq. (A.2) yields: 

n 

dAoo Av d ~  
- -  ~ ( A . 3 )  
dx U dy 

The third simplification consists in prescribing a simplified 
profile for Av; at the surface it assumes a value 0 while at the edge 
of the boundary layer it assumes the value v.(t), the velocity 
imposed by the wake. It is thus reasonable to use a linear profile for 
Av: 

Y 
Avv = g A V. (A.4) 

where 8 is the thickness of the boundary layer, and AV, the 
time-averaged transverse velocity imposed by the wake at the edge 
of the boundary layer. 

The fourth simplification involves assuming a given profile for 
the steady flow boundary layer. The profile assumed here is linear, 
and one in which the boundary layer thickness varies as X/x (i.e., 

With these simplifications, 

2yA V. dO 
Aco -- ~ × ~-y + const (A.5) 

The change in passage loss (Eq. (A.1)) now becomes 

_ ~  f a dLe, ~ ALp = 6 X ~ dx 
~ 0  

(A.6) 

which states that the increase in profile loss due to the upstream 
wake-boundary layer interaction depends only on the chordwise 
distribution of profile loss of the steady flow, and is proportional to 
the average transverse velocity imposed by the wake on the edge 
of the boundary layer. This is a useful and insightful relationship 
that is not qualitatively affected by the foregoing assumptions. It 
can further be simplified by assuming a linear rate of increase of 
the steady flow loss. This yields 

AV, 
ALp ~ 2 ~ -  Lp,s (A.7) 

which agrees to a reasonable extent with the CFD result. 
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Effect of Upstream Rotor 
Vortical Disturbances on the 
Time-Averaged Performance of 
Axial Compressor Stators: 
Part 1—Framework of 
Technical Approach and Wake-
Stator Blade Interactions 
In a two-part paper, key computed results from a set of first-of-a-kind numerical simu
lations on the unsteady interaction of axial compressor stators with upstream rotor wakes 
and tip leakage vortices are employed to elucidate their impact on the time-averaged 
performance of the stator. Detailed interrogation of the computed flowfield showed that 
for both wakes and tip leakage vortices, the impact of these mechanisms can be described 
on the same physical basis. Specifically, there are two generic mechanisms with signifi
cant influence on performance: reversible recovery of the energy in the wakes/tip vortices 
(beneficial) and the associated nontransitional boundary layer response {detrimental). In 
the presence of flow unsteadiness associated with rotor wakes and tip vortices, the 
efficiency of the stator under consideration is higher than that obtained using a mixed-out 
steady flow approximation. The effects of tip vortices and wakes are of comparable 
importance. The impact of stator interaction with upstream wakes and vortices depends 
on the following parameters: axial spacing, loading, and the frequency of wake fluctua
tions in the rotor frame. At reduced spacing, this impact becomes significant. The most 
important aspect of the tip vortex is the relative velocity defect and the associated relative 
total pressure defect, which is perceived by the stator in the same manner as a wake. In 
Part 1, the focus will be on the framework of technical approach, and the interaction of 
stator with the moving upstream rotor wakes. 

1.0 Introduction and Technical Background 

It has been shown experimentally that the performance of axial 
compressors depends on the axial spacing between blade rows. 
Smith (1970) reported a one-point efficiency gain and a two to four 
percent stage pressure rise increase in a low-speed research com
pressor, by reducing blade row spacing from 0.37 to 0.07 chords. 
Similar results were obtained later by Mikolajczak (1977). The 
unsteady flow associated with the interaction between moving and 
stationary blade rows is thought to be the most likely cause for 
these observations. A causal link between the performance and 
blade row interaction was put forward by Smith (1966) in his 
model of "wake recovery": For constant-density, inviscid flow, 
upstream wakes undergo an increase in length as they convect 
through the blade passage, so that Kelvin's theorem would suggest 
a corresponding decrease in velocity nonuniformity and thickness 
of the wake in inverse proportion to the increase in length; this 
results in a reversible conversion of some of the secondary kinetic 
energy in the wakes into pressure rise. This was subsequently 
demonstrated by the results from the unsteady two-dimensional 
inviscid simulations of Deregel and Tan (1996) and the two-
dimensional analysis of Adamczyk (1996). However, a recent 
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discussion by Smith (1996) indicates that reversible wake attenu
ation accounts for only 25 to 50 percent of the efficiency gains 
observed by Smith (1970). 

1.1 Sources of Unsteadiness. Of the many types of un
steady rotor-stator interactions (Dorney and Sharma, 1996), only 
vortical interactions and their impact on time-averaged perfor
mance as measured in terms of stage adiabatic efficiency and 
pressure rise are considered here. Vortical interaction involves 
wakes and vortices shed from upstream blade rows; Fig. 1 provides 
an elucidation of these disturbances in the rotor relative frame, 
based on ensemble-averaged flow data. In general these can be of 
three types as delineated below: 

1 Ensemble-averaged measurements of compressor rotor 
wakes (Stauter et al, 1991; Zierke and Okiishi, 1982) suggest that 
the wake profile can be characterized by a relative velocity defect 
and thickness. However, time-resolved data indicate that there may 
be substantial wake-to-wake variability, and the wake defect fluc
tuates in time (Kotidis and Epstein, 1991; Brookfield and Waitz, 
1996). 

2 Rotor tip leakage vortex is the principal flow nonuniformity 
in the tip region (Wisler, 1985; Storer and Cumpsty, 1991; Khalid, 
1995; Nikolaou et al., 1996). For unshrouded blades, the tip 
leakage flow downstream of the rotor appears as a slowly swirling 
core of low-velocity fluid. The core, with a velocity defect a 
substantial fraction of the relative velocity and twice the leakage 
crossflow component, bears more similarity to a wake than to a 
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Fig. 1 Rotor wakes, tip leakage vortex, and corner vortices as indicated by ensemble-averaged relative velocity contours at 
compressor rotor exit. Left: Silkowski (1995). Right: from Nikolaou et al. (1966). 

streamwise vortex (Fig. 1). As in wakes, the velocity components 
within the core can be expected to fluctuate in time. 

3 Rotor streamwise vortices appear as a round core of swirling 
flow. An idealized representation of such a streamwise vortex will 
be considered here as an interesting contrast to the situation of tip 
leakage vortex. 

1.2 Motivation. A compressor blade row perceives the up
stream wakes as "jets" directed away from the suction surface 
(Kerrebrock and Mikolajczak, 1970; Hodson, 1985). This jet im
poses a peak velocity on the boundary layer, sometimes exceeding 
20 percent of the bulk flow. Such strong disturbances can influence 
boundary layer behavior by mechanisms unrelated to transition. 
The role of such nontransitional, wake-driven disturbances on loss 
has not been quantitatively addressed. 

Experimentally, Howard et al. (1994) found that the loss in the 
tip region of the stator increases significantly when the tip clear
ance of the upstream rotor is increased from 1.2 to 3 percent chord. 
This increased stator loss leads to 30 percent stage efficiency 
reduction associated with increased tip clearance. Results from 

Navier-Stokes simulations by Dawes (1994) appear to suggest this 
experimental observation. However, the precise underlying mech
anism has yet to be delineated on a sound physical basis. 

The transport of wakes and vortices can have an impact on 
performance by mechanisms other than boundary layer response. 
The efficiency benefit from Smith's (1966) mechanism of revers
ible wake recovery depends on the balance between attenuation by 
stretching and attenuation from turbulent mixing. Annular cascade 
data by Poensgen and Gallus (1991) indicate that in the presence 
of a downstream stator, wakes are attenuated twice as fast as 
without a stator. This suggests that reversible recovery effects are 
significant even when turbulent mixing is present and it would thus 
be of interest to assess this on a quantitative basis. 

It is reasonable to assume that upstream vortices also undergo 
some form of reversible processing. Denton (1993) notes that 
stretching a streamwise vortex filament amplifies its secondary 
kinetic energy proportionally to the stretching squared. Such am
plification is detrimental for performance, because the energy 
taken from the core flow in this process may be irreversibly 

Nomenclature 

ar = reversible velocity attenuation fac
tor 

A = passage cross-sectional area 
Ab = blocked area set by crossflow sec

tional area containing flow defect 
associated with tip leakage vortex 
at rotor exit 

Ae = passage cross-sectional area at rotor 
exit 

Aj = velocity excess of the upstream 
disturbance "jet" in the stator frame 

A r = velocity defect in the relative rotor 
frame 

c — stator blade chord 
C, = total pressure loss coefficient = 

(P, - P,MPUI 
d = axial gap between rotor and stator 

/,/, = length of disturbance segment at 
entrance/exit of blade row 

L = time and mass-averaged total pres
sure loss coefficient 

L, = 

Le = 

L„ = 

Q = 

P = 
P, = 

Re = 

(s, n) = 

S = 

t = 

t« = 

T,= 
T, = 

L from mixing-out flow at the 
inlet of the stator passage 
L from mixing-out flow at the 
exit of the stator passage 
L between inlet and exit of the 
stator passage 
dynamic head 
relative dynamic head at dis
tance 2T away from endwall at 
rotor inlet 
static pressure 
total pressure 
Reynolds number 
(streamwise, normal to stream
line) 
blade-to-blade spacing at pitch-
line 
dimensionless time 
wake thickness (at 99 percent 
velocity in relative frame) 
blade passing time period 
time period of fluctuations 
within vortices and wakes 

z 
LP 

6I.RIS/6 l,fiM'"2,R/.S 

u = axial velocity 
u = axial velocity 
U = total velocity 

V2 = relative velocities at the 
inlet and exit of rotor blade 
row 

x = axial direction 
= spanwise direction 
= pressure rise 
= local time-averaged velocity 

disturbance normal to the 
boundary layer 

= relative flow angle at edge 
of defect associated with tip 
leakage flow at midpitch 

= vector mean flow angle (ro
tor) 
circulation 
wake momentum thickness 
relative flow angle at inlet/ 
exit of rotor/stator 

r = 
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dissipated. However, rotor tip leakage vortices are structurally 
more similar to wakes, for which stretching would recover part of 
the kinetic energy. It is not known whether some of the tip vortex 
secondary kinetic energy can be recovered or not. 

2.0 Problem Statement and Technical Objectives 
The two-part paper addresses, on a quantitative basis, the impact 

of upstream rotor vortical disturbances on the performance of a 
representative core compressor stator. The specific technical ob
jectives are: 

• Quantify the effect of upstream rotor tip leakage vortex and 
wake on the time-average performance of the stator relative 
to the commonly used steady flow approximation in which 
wakes and vortices are mixed out in the space between blade 
rows. 

• Identify the unsteady phenomena of significance and explain 
how they cause loss to increase or decrease. 

• Determine the key controlling parameters that influence the 
performance impact of wakes and tip vortices. 

• Utilize the resulting understanding to develop a flow model 
and to suggest recommendations on design choices that lead 
to enhanced performance and likely potential benefits. 

In addition the following questions in compressor aerodynamics 
will be addressed: 

• Is the kinetic energy within the rotor tip vortex recoverable? 
• What is the effect on loss from transporting the tip vortex 

through the stator? 
• What is the effect on loss of the nontransitional response of 

the stator boundary layer to upstream vortices and wakes? 
• What is the effect of wake and tip vortex fluctuations on loss, 

relative to the assumed ensemble-averaged wakes and vor
tices? 

• What is the effect of unsteady secondary flows on loss? 
• How much of the energy in upstream disturbances is actually 

recovered by Smith's (1966) dispersion mechanism? Do the 
mechanisms considered here add up to the amount of effi
ciency benefit measured and quoted by Smith (1970)? 

3.0 Scope and Organization of the Two-Part Paper 
The central ideas and key results are arranged as follows. Part 1 

of the paper presents the technical approach followed by a descrip

tion on the impact of rotor wake-stator interaction on performance. 
In Part 2 we will present results that elucidate the impact of 
upstream rotor tip leakage- and streamwise vortex-stator interac
tion on performance and the associated controlling parametric 
trends; this is followed by the application of results to suggest: (1) 
recommendations on design choices that could potentially lead to 
enhanced performance; and (2) strategies for mitigating detrimen
tal effects of unsteady vortical disturbances-stator interactions. 
Finally the key new findings are encapsulated in the section on 
Overall Summary and Conclusions. 

4.0 Technical Approach 

The approach consists of first developing a framework for 
assessing the effects of upstream vortical disturbances on blade 
row performance and selecting a representative high-performance 
compressor geometry; this is then followed by the computational 
implementation of the framework, and the definition of computa
tional experiments specifically directed at accomplishing the stated 
objectives and at answering the questions posed in Section 2.0. 

4.1 Framework for Assessment of Unsteady Flow Effects. 
It would be difficult to get a clear answer to the questions of 
interest if all the interactions within the multistage compressor 
were represented. Thus, the focus will be on the situation of a 
single stage, where the stator is subjected to the vortical distur
bances from the upstream rotor, but no information from the stator 
reaches the rotor (Fig. 2, top). Such an approximation can be based 
on the argument that the rotor immediately upstream is the stron
gest source of vortical disturbances to the stator. However, it 
cannot represent two aspects of unsteady interaction: (1) fluctua
tion of the wakes/vortices due to the stator pressure field, and (2) 
disturbances from blade rows other than the upstream rotor. The 
first aspect can be modeled by allowing the velocity defect of the 
wakes to have a temporal variation on a physically relevant time 
scale. 

For assessing the "effects of unsteadiness" on stator perfor
mance, the time-averaged figures of merit (efficiency, loss, and 
pressure rise) from the unsteady situation are compared to those in 
a steady-state approximation derived through mixing out the flow 
nonuniformities in between the blade rows (Fig. 2, bottom). Thus, 
the loss change due to unsteady flow within the stator passage is 
quantified by the difference ALP = L„,„ - LPiS between time-
averaged unsteady and steady-state loss coefficients. 

N o m e n c l a t u r e ( c o n t . ) 

ix = working fluid viscosity 
v = dimensionless net viscosity = 1/Re 

+ v, 
v, = dimensionless eddy viscosity 
p = working fluid density 
(T = blading solidity 
T = tip clearance 
4> = stage flow coefficient at pitchline 
X = disturbance impingement angle 

relative to stagger direction 
»// = stage pressure coefficient 
o) = vorticity 
ft = steady flow spanwise vorticity 

Subscripts and Superscripts 
(),„= referring to a mixed-out flow quan

tity 
()p= pertains to the stator passage 
( ) s = designates a flow quantity in the 

steady (base) flow 
( ) , = stagnation quantity 
()„ = designates a flow quantity in the 

unsteady flow 

( ) i = designates a quantity at the inlet 
of the blade row 

()2 = designates a quantity at the exit 
of the blade row 

()„ = referring to mixed-out flow con
ditions upstream of the stator 

( ) = time-averaged 
()° = area-averaged over flow defect 

region associated with tip leak
age vortex at rotor exit 

A( ) = difference operator between 
unsteady and base flows 

Abbreviations 

BL = boundary layer 
BLD = boundary layer disturbance/ 

distortion 
LE = leading edge 

LSRC = General Electric low-speed re
search compressor 

N-BLD = boundary layer disturbances 
containing normal vorticity 

PS = pressure surface 
S-BLD = boundary layer disturbances 

containing streamwise vorticity 
SS = suction surface 
TE = trailing edge 
TL = rotor tip leakage vortex 

SW = rotor streamwise vortex 
ID = inviscid design-point steady/ 

base flow 
VD = viscous design-point steady/ 

base flow 
VH = viscous high-loading steady/ 

base flow 
VS = viscous high-shear steady/base 

flow 
2D/3D = two-dimensional/three-

dimensional 
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Fig. 2 Effect of rotor on stator as considered here (top); mixing-plane 
(reference) steady flow approximation (bottom) 

The secondary kinetic energy of upstream vortical disturbances 
may be recovered in the stator without an increase in entropy. 
Vortices shed in response to upstream disturbances carry kinetic 
energy that is eventually dissipated. The sum of these effects can 
be quantified by comparing the time-averaged disturbance mixing 
losses between the exit and the inlet of the stator, and are repre
sented in the coefficient ALm = L,,„ - (L„, - Les). The net effect 
of upstream wakes and vortices on stator loss is thus AL = ALP — 
ALm. 

The LSRC geometry, representative of an embedded stage in a 
modern aircraft gas turbine engine compressor (Wisler, 1985), is 
used in this investigation. This configuration is an aerodynamically 
scaled model of stage 7 of the 10 stage, 23:1 pressure ratio 
NASA/GE E3 (Energy Efficient Engine) compressor. The stator 
blading is characterized by tailored loading, high hub-to-tip ratio 
of 0.85, low aspect ratio of 1.34, high solidity of 1.67, and a 
stagger angle of 32 deg. 

The present framework is based on comparing the performance 
at design rotor-stator axial gap against a steady-state approxima
tion corresponding to an infinite gap. To investigate the effects of 
axial spacing and to connect them to Smith's (1970) data, two 
categories of wakes and vortices baseline and "strong," are used. 
Baseline wakes and vortices have a velocity profile that corre
sponds to blade rows separated by a distance of 0.37 chords (the 
same as in Smith's baseline experiment). "Strong" wakes and 
vortices have a velocity profile that corresponds to a blade row 
separation of 0.07 chords. 

4,2 Computational Implementation. Numerical experi
ments form the basis of implementing the framework of investi
gation delineated above. The unsteady flow in the LSRC stator 
passage can be adequately described by the time-dependent in
compressible Reynolds-averaged Navier-Stokes equations: 

du 

Jt 

The unsteadiness of the flow is represented as a disturbance 
fiowfield superimposed upon the premixed steady flow (Fig. 2, 
bottom): 

Aw = uu Ap = pu - ps\ etc. (2) 

Equation (1) is not solved directly, but rather the disturbance flow 
is obtained by solving the following form of the Navier-Stokes 
equations: 

dAu 

~~di~ «, x AM + A« x a, + A« x Am - VAp, 

u X w = - V p , + V(uVw); V ' (1) 

+ V(w, + Vv)VAu + AvVus (3) 

Both the nonlinear and the viscous effects are fully represented 
in Eq. (3); the turbulent viscosity is essentially based on the 
algebraic Baldwin-Lomax turbulence model and its extension 
(Valkov, 1997). The steady flow employed is a solution of the 
Navier-Stokes equations. The time average of the disturbance flow 
(AM, Ap) is nonvanishing so that the time-averaged flow differs 
from the steady flow. 

A fractional time-stepping procedure, using fully spectral ex
pansion in the spanwise direction and spectral-element expansion 
in the blade-to-blade plane, is employed to solve Eq. (3). The 
computational domain is appropriately divided into a number of 
regularly sized regions, followed by a high-order expansion of the 
fiowfield within each region to achieve both geometric flexibility 
and high accuracy. The computational method employed here 
constitutes an extension of high-order techniques based on time-
accurate spectral-element techniques for direct simulation of vis
cous flows (Patera, 1984; Tan, 1989; Renaud, 1991). The basis 
function used in the spectral expansion is a Chebyshev polynomial. 

The use of the disturbance form of the Navier-Stokes Eq. (3) 
offers several advantages in terms of isolating and manipulating 
specific aspects of blade row interaction. In particular, the un
steady flow obtained in each computational experiment is com
pletely defined by the following two inputs: 

1 A representative disturbance profile from the upstream rotor 
(e.g., tip leakage vortex) at the inlet of the stator. The parameters 
of this disturbance (e.g., displacement thickness) can be held 
constant or varied independently of other parameters. 

2 A steady flow in the stator, obtained beforehand at given 
operating conditions. Aspects of the steady flow (such as loading, 
three dimensionality or presence of boundary layers) can be pre
cisely controlled or altogether eliminated to reveal the role of a 
specific mechanism (e.g., boundary layer interaction) in altering 
the stator performance. 

The steady flow as defined in (2) above can be obtained using any 
reliable steady-state Navier-Stokes solver. Here the steady-state 
solver as described by Adamczyk et al. (1990) and Khalid (1995) 
is used. 

Details of the numerical techniques, their assessments and val
idations against known solutions and measurements can be found 
in Valkov (1997). 

Unless otherwise stated, lengths are nondimensionalized by 
axial chord, velocities by mean axial velocity, times by blade 
throughflow time (axial chord/mean axial velocity), and pressure 
by inlet dynamic head. 

4.3 Representation of Inlet Disturbances. Rotor wakes are 
represented by a Gaussian velocity defect profile in the rotor 
frame. The profile is characterized by a peak relative velocity 
defect A r and by a 99 percent velocity thickness t„. In a first set of 
computations, A, and t„ are kept steady in time but varied from 
experiment to experiment in a manner representative of different 
degrees of "mixedness" of a baseline LSRC rotor wake at nominal 
loading (Table 1). This approximates the effect of changing the 
axial separation between blade rows. 

In the second set of computational experiments, the wake defect 
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Table 1 Set of wake defects and thickness for wake-stator interaction 
calculations 

Ar(%) 12 25 37 50 65 

tw (chord) 0.33 0.20 0.15 0.12 0.10 

is varied sinusoidally in time with a time period ranging from | to 
2 times the rotor blade passing period.' This allows one to assess 
the role of velocity fluctuations within the wakes on stator time-
average performance. 

Rotor tip leakage (TL) vortices are represented as a core of 
steady, slowly swirling low-energy fluid. Two TL vortices are used 
in the computational experiments: "nominal" and "strong." The 
"nominal" vortex velocity profile is extracted from Khalid's 
(1995) Navier-Stokes simulation of tip leakage flow in an isolated 
LSRC rotor at design loading with 3 percent tip clearance. The 
peakp, defect in the nominal vortex core at the exit of the rotor is 
45 percent of the local dynamic head. The core extends roughly 
over 60 percent of the blade-to-blade spacing and over 15 percent 
of the span. 

The "nominal" and "strong" vortices differ by the magnitude of 
the velocity defect in the vortex core. For the strong vortex, this 
defect is scaled up by using a wake decay relationship proposed by 
Stauter et al. (1991). This scaling is employed to simulate the 
effect of reducing axial spacing. 

Rotor streamwise (SW) vortices are represented by an exponen
tial viscous core with a diameter of 15 percent of span and 
circulation of 0.45 clL. 

These disturbances assume a different form in the stator frames. 
This is due to the relative orientation between rotor and stator 
blade sections. In a compressor stage such as that of the LSRC, 
rotor and stator blades are approximately perpendicular. As a 
result, rotor disturbances associated with blockage (wakes, TL 
vortex core) appear as "jets" directed away from the suction 
surface and toward the pressure surface of the stator. On the other 
hand, crossflow disturbances in the rotor frame (SW vortex) appear 
to the stator as fluctuations in the plane of the blade. This is 
illustrated in Fig. 3. 

Four types of steady 4.4 Representation of Steady Flows. 
flow in the stator passage are considered: 

• Nominal steady flow (denoted by "VD") at a flow coefficient 
of 0.45 and a Reynolds number of 247,000 (design). The 
midspan inlet flow angle is 46 deg, and the diffusion factor 
is 0.43. 

• High-loading steady flow (denoted by "VH"), at a flow 
coefficient of 0.38, corresponds to that near the peak of the 
characteristic. At midspan, the inlet flow angle is 51 deg, and 
the diffusion factor is 0.52. 

• Embedded-stage steady flow (denoted by "VS") has the 
same loading characteristics as "VD" flow, but is obtained 
using an inlet shear profile that is representative of the flow 
at the inlet of an embedded stator. 

• Inviscid steady flow (denoted by "ID"), at the same flow 
coefficient as the nominal flow ("VD"), is irrotational, and 
thus free of loss, secondary flow and boundary layers. 

4.5 Definition of Computational Experiments. The com
putational experiments are defined in terms of the inlet distur
bances and steady flows. Three groups of computational experi
ments have been carried out. In the first, the wakes interact with a 
midspan section of the stator on a two-dimensional basis and at 
design point conditions; this serves to answer unresolved issues on 
the extent of wake recovery and the role of nontransitional bound
ary layer response. The second group of computational experi

ments serves to identify key loss-producing mechanisms associ
ated with tip leakage and streamwise vortices. The third group of 
computational experiments explores the sensitivity of TL vortex 
interaction to steady-state operating parameters, characteristics of 
vortex structure, and axial spacing. Key results from the first group 
are described below, while those from the second and third group 
in Part 2. 

5.0 Two-Dimensional Wake-Stator Interaction 
This section examines the unsteady flow arising from the two-

dimensional interaction of upstream wakes with a midspan section 
of the stator. The objective is to identify the mechanisms by which 
wakes influence time-averaged performance, and to quantify: (1) 
the role of nontransitional boundary layer response; (2) the impor
tance of wake recovery; and (3) the effect of fluctuations within the 
wakes. 

Two series of computational experiments are carried out at a 
design flow coefficient of 0.45, Reynolds number of 247,000. The 
first series consists of five computational experiments, using the 
same wake at different degrees of "mixedness." In these experi
ments, the wake relative defect Ar and wake thickness t„ at the 
inlet of the computational domain are varied as shown in Table 1 
(but kept steady in time). This series of experiments shows the 
effect of changing the blade row axial spacing (but ignores the 
change in potential effect). 

In the second series of experiments, the wake has constant 
ensemble-averaged properties, but the defect is sinusoidally varied 
in time at a fraction of the blade passing frequency. This is a 
simplified representation of wake fluctuations seen in the data 
(Kotidis and Epstein, 1991; Brookfield and Waitz, 1996). 

5.1 Unsteady Flow Features for Steady Wakes. The dis
turbance flow can be described in terms of disturbance vorticity 
Aw, defined as the difference in vorticity between the unsteady 
flow and the steady flow. The instantaneous disturbance vorticity 
field is shown in Fig. 4 for baseline 25 percent wakes. The wakes 
are essentially transported in the manner put forth by Smith (1966). 
Individual wake segments are stretched. Their SS and PS end 
travel at different speed, and leave the stator with a shift relative to 
the other wakes. The stronger wakes are characterized by a more 
pronounced migration. Figure 4 also shows vortex shedding from 
the trailing edge and nontransitional vortical disturbances in the 
boundary layer; the suction side boundary layer disturbances (re
ferred to as BLDs) are the leading source of passage loss change. 

The BLDs seen in wake interaction calculations have a charac
teristic structure. Each BLD originates on the leading edge at the 
moment of wake interception. It is composed of two thin regions 
of high negative and positive shear, respectively. These regions are 
lifted away from the suction surface by the wake, and are con
verted along the edge of the boundary layer. Computational ex
periments reported in Valkov and Tan (1995) show that these 

Rotor Pt/Blockage 
Disturbances 

• Wakes 
• TL Vortex core 

Rotor Crossflow 
Disturbances 

• SW Vortex 
• Leakage crossflow 

The authors are grateful to Professor Waitz of MIT Gas Turbine Laboratory for 
suggesting this calculation. 

Fig. 3 Two generic types of disturbances perceived by a downstream 
blade row: normal "jets" (relative total pressure defect/blockage in rotor 
frame) and planar perturbation (crossflow disturbances in rotor frame) 
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Fig. 4 Isocontours of disturbance vorticity at instant between wake 
interceptions; Re = 247,000 

vortical disturbances originate from displacement of the boundary 
layer vortex filaments under the suction effect of the wakes, while 
those on pressure surface is a result of wake jet directed toward it. 
A simplified model based on distortion of boundary layer vortex 
could describes the balance between transport of disturbance vor
ticity Aw, and "production" from convective redistribution of 
steady flow boundary layer fluid under the effect of a transverse 
velocity disturbance AV„. The model helps explain why: (a) BLDs 
are primarily produced in the boundary layer/bulk flow interface 
over the foremost part of the blade, and (b) the primary BLDs 
contain negative disturbance vorticity. A loss model based on 
similar premise (see appendix) captures the parametric trend (see 
Fig. 5) in the time-averaged passage loss. 

5.2 Time-Averaged Effects on Performance for Steady 
Wakes. Interaction with constant-strength wakes has two oppo
site effects on stator loss. First, wakes cause the time-averaged 
passage loss to increase by an amount denoted as ALP. This 
increase (Fig. 5) is small for the 25 percent (baseline-spacing) 
wakes but becomes appreciable for the 50 percent (close-spacing) 
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Fig. 5 Increase in time-averaged stator passage loss AZ.P (</> = 0.45, i// = 
0.65, Res = 2.47 x 10s) associated with wake-blade boundary layer 
interaction: circles + solid line from Navier-Stokes solutions; crosses + 
dash line from boundary layer distortion model 
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Fig. 6 Mixing loss benefit ALm from processing of rotor wakes by stator 
(<f> = 0.45, if/ = 0.65, Rea = 2.47 x 105) associated with wake-biade 
boundary layer interaction: circles + solid line from Navier-Stokes so
lutions; crosses + dash line from wake transport model 

wakes. However, mixing the unsteady flow leaving the stator 
entails less loss than mixing the wakes prior to the stator. The 
resulting loss benefit, ALm, shown in Fig. 6, is relatively small for 
the 25 percent wakes, but becomes important for the 50 percent 
wakes. This benefit is due to a reduction of the nonuniform 
velocity in the wake. The computed magnitude of ALm is in accord 
with the simplified kinematic model of wake transport and recov
ery (dashed line in Fig. 6) given below. In the range of wake 
defects examined, the benefit from wake recovery AL,„ outweighs 
the passage loss increase ALP. Consequently, the net effect of 
wakes on loss, AL„ = ALP + AL,„, is beneficial. 

5.3 Causal Mechanisms for Changes in Performance. 
Computed results (Valkov, 1997) indicate that the instantaneous 
velocity profiles in the blade-to-blade direction on the leading and 
trailing edge planes suggest that the wakes are strongly attenuated 
during their transport through the stator in terms of velocity and 
thickness. This is the principal cause for the mixing loss benefit 
ALm. In principle, wake attenuation is the result of two processes: 
reversible recovery (Smith, 1966) and irreversible mixing. Only 
the first process is beneficial. The computed results indicate that 
most of the wake energy is recovered. This finding can be ex
plained by noting that recovery generally occurs over a shorter 
length scale than wake turbulent diffusion. 

Recovery Length Scale. An approximate expression for mix
ing loss benefit (Smith, 1966; Adamczyk, 1996; Valkov, 1997) is: 

A L m s ( l -a*)AL, (4) 

where AL, is the mixing loss of the wake at the inlet, and a r is an 
attenuation factor given by the stretching of the wake segments 
/,//„ (this expression captures the computed mixing loss benefit, 
see Fig. 6). Physically, a, is essentially a function of the flow 
turning in the passage; for a typical stator, most of the wake energy 
is recovered over a distance of 0.25 to 0.33 chords. For instance, 
in the present stator the flow turns by 10 deg over the first 0.2 
chords and about one-half of the wake energy is recovered within 
this distance. 

Diffusion Length Scale. The good agreement between the in-
viscid recovery model and the Navier-Stokes results in Fig. 6 
implies that reversible recovery attenuates the wake defect quite 
rapidly, and thus outcompetes turbulent diffusion for the energy in 
the wake. For this reason, wake diffusion is not a significant loss 
mechanism over the range of wake defects considered (12-65 
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Fig. 7 Isocontours of time-averaged total pressure difference AC, be
tween unsteady and reference steady flows. Note high-loss band over 
stator suction surface. 

percent). Most of the wake energy is recovered reversibly. As 
shown below, boundary layer response is the leading cause for the 
observed passage loss increase. 

5.3.1 Boundary Layer Response. Regions of increased pas
sage loss can be identified by examining the time-averaged total 
pressure difference (AC,) in Fig. 7. This quantity is equivalent to 
the time and mass-averaged total pressure flux (AwC,) for com
puting loss. Figure 7 shows two features. First, two regions of high 
and low AC,, respectively, develop in the aft part of the passage. 
Second, there is a thin band of significant low-AC, over the suction 
surface. This band coincides with the trajectory of the BLDs 
shown in Fig. 4. These total pressure changes are due to the 
redistribution of passage vorticity on a time-averaged basis, de
noted by Aw. The connection between AC, and vorticity redistri
bution is embodied in following modified Crocco's equation: 

dn 

The largest passage loss changes occur over the suction surface 
of the stator that encompasses the vorticity fluctuations due to the 
distortion of the boundary layer vortical filaments by the "jet" 
velocity associated with the upstream wakes. 

In physical terms, the "suction" effect of the wake transports 
low total pressure boundary layer fluid from near the wall toward 
regions of higher mass flux. Mass-averaged total pressure flux thus 
increases, and so do the time-averaged passage loss. This process 
is essentially convective in nature. Its effect on loss can be ap
proximated by a relatively simple model, based on vorticity kine
matics (see appendix): 

6 f™ dLp, 2AV„ 

J LE 

which states that the time-averaged increase in passage loss under 
the effect of a "jet" disturbance depends upon the steady flow 
passage loss Llv, and is proportional to the time-averaged trans
verse velocity disturbance A V„ at the edge of the boundary layer. 
The latter is roughly proportional to the wake displacement thick
ness at the inlet of the stator and to the wake reduced frequency. 
As Fig. 5 shows, the model compares reasonably with the Navier-
Stokes simulations and captures the linear trend in the CFD results. 

5.3.2 Impact on Time-Averaged Pressure Rise Across Stator. 
Upstream wakes cause the pressure rise coefficient to increase by 
1 to 3 percent of steady value (for wake relative velocity defect of 

Fig. 8 Instantaneous contours of disturbance vorticity in simulation 
with time-varying wake defect at 7",/7p = 0.4 

30 to 60 percent). The increase is modest, and is principally a 
consequence of a loading augmentation at leading edge. This 
augmentation is a time-averaged effect of the pressure pulses 
associated with leading edge intercepting the wakes. 

5.4 Effects of Unsteady Fluctuations Within Wakes. Ex
perimental data show temporal fluctuations of velocity within 
compressor wakes. These fluctuations may be a substantial fraction 
of the wake velocity defect. Thus, the second series of computa
tional experiments assesses the role of such fluctuations on rotor 
wake-stator interaction. Two specific questions are addressed: (1) 
Are the two mechanisms identified still valid in the presence of a 
time-varying wake velocity defect; and (2) What is the effect on 
performance relative to the "ensemble-averaged" situation? 

The wakes used for this purpose have the same "ensemble-
averaged" profile and properties (33 percent wake relative defect, 
wake thickness of 0.15 at midgap, axial gap of 0.2 chords). For 
each wake, the defect is sinusoidally varied in time with an 
amplitude equal to the "ensemble-averaged" value, and with a time 
period T, ranging from $ to 2.0 times the blade passing period Tp. 
The choice of amplitude is representative of fluctuations seen near 
the rotor trailing edge (Brookfield and Waitz, 1996). The ratio 
TJTP takes fractional values ensuring that a fixed point on the 
blade does not experience the same disturbance at every interac
tion. Small T,/Tp ratios {1/1-3/1) constitute a simplified represen
tation of measured wake fluctuations (Kotidis and Epstein, 1991; 
Brookfield and Waitz, 1996) while large ratios (4/3-2) are used to 
bound the time scale. 

5.4.1 Unsteady Flow Features. Figures 8 and 9 illustrate the 
typical vortical structure of the unsteady flowfield for T,/Tp (wake 
fluctuation time scale/interaction time scale) with values of 0.4 and 
2. Thus TJTP influences the dynamics of the wake during its 
transport through the stator. Computed results indicate the exis
tence of three distinct regimes: low-frequency (TJTP a 1.3) 
intermediate-frequency (0.2 ^ TJTP < 1.3), and high frequency 
(Tj/Tp ^ 0.2) fluctuations. For high-frequency fluctuations, the 
individual vortices comprising the wake appear to coalesce into a 
steady wake, transported through the stator in the same manner 
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Fig. 9 Instantaneous contours of disturbance vorticlty in simulation 
with time-varying wake defect at T/ITP = 2.0 

described above. For low-frequency fluctuations, the length scale 
over which wake properties vary is larger than the blade-to-blade 
spacing, and the individual wake segments are also transported as 
described above (Fig. 9). For intermediate frequencies, however, 
the wake fluid forms passage vortices that persist far downstream 
(Fig. 8). Boundary layer disturbances (BLDs), similar to those seen 
with ensemble-averaged wakes, are present over the suction sur
face for all frequencies. 

5.4.2 Effect of Unsteady Wake Fluctuations on Loss. Figure 
10 shows the net loss change for the stator in the presence of 
fluctuating wakes, and compares it to that obtained for an 
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Fig. 10 Net loss effect \L„ from wake interaction for various values of 
the time scale ratio parameter TITP shown next to data points; solid line 
denotes level of AL„ for interaction with a steady wake; circles + dashed 
line for fluctuating wake with same "ensemble-averaged" properties (Ar 

= 0.33, t = 0.15, <(. = 0.45, iji = 0.65, Re = 2.47 X 10?). 

ensemble-averaged wake. It is apparent that the timescale ratio 
T,/Tp has an important effect on the amount of benefit to be 
expected from wake interaction. In the low-frequency regime, 
fluctuating and ensemble-averaged wakes have basically the same 
impact on loss. This is because the length scale over which wake 
properties vary is larger than the local scales over which the 
mechanisms identified in Section 5.3 operate. In the high-
frequency regime, fluctuating and ensemble-averaged wakes also 
have similar effects on loss, although the latter produce somewhat 
higher benefit. This is due to the coalescence of small vortices, 
which effectively smooths out variations along the wake. How
ever, there is some loss associated with the coalescence, which 
reduces the benefit from interaction slightly (Valkov, 1997). In the 
intermediate-frequency regime, fluctuating wakes have a different 
effect from that of ensemble-averaged wakes. In this regime, wake 
interaction is detrimental for stator performance, albeit by a small 
amount. This is due to the formation of passage vortices (Fig. 8), 
which prevent recovery of the wake energy. 

6.0 Summary and Conclusions 
Three issues have been addressed: (1) the role of nontransitional 

boundary layer response for loss, (2) the importance of wake 
recovery, and (3) the effect of wake fluctuations. 

• There are two opposing mechanisms by which ensemble-
averaged wakes influence performance: reversible recovery 
and boundary layer distortion. In a stage geometry such as 
the GE/LSRC, the benefit from reversible recovery is rela
tively small at typical axial spacings, but becomes significant 
with tightly coupled blade rows. The recovery occurs in the 
manner proposed by Smith (1966). Almost all of the kinetic 
energy of the ensemble-averaged wakes is recovered. 

• Boundary layer distortion leads to an increase in passage loss 
that partly reduces the benefit from reversible recovery. In 
the LSRC geometry, this loss increase is relatively small at 
typical axial spacings, but becomes nonnegligible with 
tightly coupled blade rows. The loss increase is due to 
"lifting" of high-loss boundary layer vortical fluid into re
gions of higher mass flow by the "suction" effect of the 
wakes. A kinematic model of boundary layer vortical fila
ment displacement can capture reasonably well the amount 
of increase, and shows that it depends on the steady loss and 
on the wake displacement thickness. 

• For the stator configuration under consideration, the recov
ery benefit is larger than the passage loss increase. As a 
result, there is a small net benefit from wake interaction at 
typical axial spacings, and a moderate benefit with tightly 
coupled blade rows. Only about 0.25 points of the 1 point 
efficiency gain observed by Smith (1970) in the LSRC can 
be attributed to rotor wake-stator interaction alone. 

• The level of benefit from wake recovery depends on the 
frequency of fluctuations in the wake, expressed as a time 
scale ratio T,ITP between fluctuation period T-, and blade 
passing period Tp. There is an interval of T,/T„ where the 
wake forms discrete vortices and no recovery occurs. Out
side this interval, wake interaction is beneficial and can be 
captured using an ensemble-averaged form of the wakes. 
Experimentally observed values of T,/Tp appear to be be
tween 1/8 and 1/3. This range partly overlaps with the 
interval where recovery does not occur. 
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A P P E N D I X 

A Model for Boundary Layer Response to a Two-
Dimensional Upstream Wake 

This appendix describes a simplified model for evaluating the 
time-averaged passage loss associated with boundary layer distor
tion under the effect of the two-dimensional disturbance jet. In 
developing a model for calculating the increase in passage loss 
ALP due to boundary layer distortion by the wake jet, we use the 
linearized two-dimensional form of the mechanistic relationship 
between total pressure loss and vorticity. 

AL„ v,wsAiodxdy (A.1) 

and the two-dimensional linearized inviscid form of the equation 
governing the disturbance vorticity in the flow. Such linearization 
is based on the observation that IAOJI < IOJI in the disturbed 
boundary layer region, contributing to increased loss in the CFD 
solution. The use of inviscid form of the vorticity equation is based 
on the observation that the response of the boundary layer to the 
wake is essentially an inviscid process. In addition, these equations 
are applied to a simplified representation of the suction side 
boundary layer, shown in Fig. A.l, that makes the problem of 
estimating ALP tractable. This representation neglects the curva
ture of the surface, and assumes a thin boundary layer in which the 
streamwise variation of steady and disturbance flow quantities 
occurs on a much longer scale than the one associated with 
transverse variation. Thus, the equation for the disturbance vortic
ity is 

dAw rlAw dA<o flO 

dt ox dy dy 
(A.2) 

which governs the balance between production (right-hand side) 
and convective transport (left-hand side) of disturbance vorticity. It 
is to be noted that capital letters have been used to denote the 
steady flow velocity components ([/, V) and vorticity fi (see Fig. 
A.l). Equation (A.2) implies that disturbance vorticity is produced 
in regions of high steady flow vorticity gradient. For law-of-the 
wall profiles, dWdy is positive and takes its largest value where 
the boundary layer is thinnest (leading edge), and at the "knee" of 
the velocity profile (near the edge of the boundary layer). This 
explains why the boundary layer vortical disturbances appear to be 
produced at the leading edge upon wake interception. Equation 
(A.2) also explains why these disturbances contain negative-sign 
spanwise vorticity. 

Four additional simplifications need to be made. First, one may 
take V = 0 while retaining the essence of the mechanism that is 
being modeled (motion of boundary layer vortex filaments under 
the effect of AV). Second, to determine the change in loss due to 
the wake, only the time average of Aw is required. Since Eq. (A.2) 

,. y,V Base Flow 
U(y) Disturbance 

AV 

x,U 

Fig. A.1 Simplified representation of boundary layer distortion under 
the effect of a wake jet. The boundary layer (BL) is approximated as a 
uniform sheet of spanwise vorticity with highest vorticity gradients at the 
knee of BL profile. 
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is linear, Aw can be obtained by first time-averaging the equation 
and then solving it. Time-averaging Eq. (A.2) yields: 

dx 

Avdil 

~U~dy 

The third simplification consists in prescribing a simplified 
profile for Aw; at the surface it assumes a value 0 while at the edge 
of the boundary layer it assumes the value v„{t), the velocity 
imposed by the wake. It is thus reasonable to use a linear profile for 
Aw: 

Aw=gAV„ (A.4) 

where 8 is the thickness of the boundary layer, and AV„ the 
time-averaged transverse velocity imposed by the wake at the edge 
of the boundary layer. 

The fourth simplification involves assuming a given profile for 
the steady flow boundary layer. The profile assumed here is linear, 
and one in which the boundary layer thickness varies as \fx (i.e., 
a ~ arefx-"2). 

With these simplifications, 

— 2yAV„ dil 
Aw = ^z-— X ——I- const 

8U dy 
C^ j \ The change in passage loss (Eq. (A.l)) now becomes 

AiP = 
AV„ 
~U~ 

X —— dx 
dx 

(A.5) 

(A.6) 

which states that the increase in profile loss due to the upstream 
wake-boundary layer interaction depends only on the chordwise 
distribution of profile loss of the steady flow, and is proportional to 
the average transverse velocity imposed by the wake on the edge 
of the boundary layer. This is a useful and insightful relationship 
that is not qualitatively affected by the foregoing assumptions. It 
can further be simplified by assuming a linear rate of increase of 
the steady flow loss. This yields 

AV„ 
(A.7) 

which agrees to a reasonable extent with the CFD result. 
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Effect of Upstream Rotor 
Vortical Disturbances on the 
Time-Averaged Performance of 
Axial Compressor Stators: 
Part 2—Rotor Tip Vortex/ 
Streamwise Vortex-Stator 
Blade Interactions 
In a two-part paper, key computed results from a set of first-of-a-kind numerical simu
lations on the unsteady interaction of axial compressor stator with upstream rotor wakes 
and tip leakage vortices are employed to elucidate their impact on the time-averaged 
performance of the stator. Detailed interrogation of the computed flowfield showed that 
for both wakes and tip leakage vortices, the impact of these mechanisms can be described 
on the same physical basis. Specifically, there are two generic mechanisms with signifi
cant influence on performance: reversible recovery of the energy in the wakes/tip vortices 
(beneficial) and the associated nontransitional boundary layer response (detrimental). In 
the presence of flow unsteadiness associated with rotor wakes and tip vortices, the 
efficiency of the stator under consideration is higher than that obtained using a mixed-out 
steady flow approximation. The effects of tip vortices and wakes are of comparable 
importance. The impact of stator interaction with upstream wakes and vortices depends 
on the following parameters: axial spacing, loading, and the frequency of wake fluctua
tions in the rotor frame. At reduced spacing, this impact becomes significant. The most 
important aspect of the tip vortex is the relative velocity defect and the associated relative 
total pressure defect, which is perceived by the stator in the same manner as a wake. In 
Part 2, the focus will be on the interaction of stator with the moving upstream rotor tip 
and streamwise vortices, the controlling parametric trends, and implications on design. 

1.0 Introduction 
In Part 1 the rotor wake-stator interaction problem was exam

ined. In Part 2 the same framework of technical approach will be 
used to address the topic of rotor tip/streamwise vortex-stator 
interaction. The unsteady flow and performance changes in the 
stator interacting with upstream vortices are first examined for the 
case where the steady flow at design point is assumed inviscid, and 
then for steady flow representative of that in practical flow situa
tions with boundary layers on solid surfaces. The results from 
these two cases can thus be contrasted to assess the role of blade 
surface boundary layer on tip leakage/streamwise vortex-stator 
interaction so that the following specific questions can be an
swered: 

1 How does the boundary layer respond to rotor TL and 
streamwise vortices? 

2 What are the resulting quantitative effects on stator perfor
mance at design? 

This is followed by an assessment on the sensitivity of rotor tip 
leakage vortex interaction with stator to axial spacing, character
istics of vortex structure and stator steady-state operating param-
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International Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, 
Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine 
Institute February 1998. Paper No. 98-GT-313. Associate Technical Editor: R. E. 
Kielb. 

eters. The implications on compressor design and performance will 
be discussed. Finally, the overall key results and new findings from 
the two parts paper are summarized. 

Please note that the Nomenclature is as listed in Part 1. 

2.0 Rotor Tip Leakage/Streamwise Vortex-Stator In
teraction on Inviscid Flow Basis 

Two calculations, each using a different vortex, are carried out: 

• ID/SW: Interaction with an upstream streamwise vortex 
(SW) with a core radius of 15 percent span and a circulation 
of 0.45 cLL; this vortex is introduced at a location 0.12 span 
away from the casing at the inflow boundary. 

• ID/TL: Interaction with a tip leakage (TL) vortex, based on 
Khalid's (1995) computed flowfield at the exit of an isolated 
LSRC rotor at design loading and 3 percent tip clearance 
(Fig. 1). 

The unsteady flows are obtained by means of a slip-free distur
bance flow formulation' about an inviscid steady flow. Such an 
approach provides: (1) the means to determine how much of the tip 
vortex energy is recovered in the presence of turbulent diffusion; 
and (2) a basis against which results from the case of viscous flow 
can be compared to assess the effects of boundary layer response. 

The disturbance flow has vanishing velocity component normal to solid surface 
but non-vanishing tangential component; the turbulent diffusion term has been re
tained in the disturbance flow. 
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Fig. 1 Velocity contour at exit of LSRC rotor, tip clearance to chord ratio 
of 0.03, design point (Khalid, 1995) 

2.1 ID/SW: Unsteady Flow Features 

2.1.1 Transport of Vortex Core. As shown in Fig. 2, the SW 
vortex core is transported across the stator without significant 
change in shape. The vortex core is stretched by an amount (IJl, = 
1.7) in accord with the kinematic transport model for two-
dimensional wakes (Adamczyk, 1996; Valkov, 1997). The vortic
ity in the core should be intensified in proportion to this stretching. 
The computed results in Fig. 3 show that at the inlet of the stator, 
the SW vortex core contains virtually no streamwise vorticity 
because the rotor and stator blades are approximately perpendic
ular. Farther downstream, however, a streamwise vorticity com
ponent appears and grows at the expense of the normal component. 
This is due to the change in angle between the bulk flow and the 
vortex core. Another consequence of the change in angle is the 
existence of two vortex cores at the exit of the stator. In addition 
to the SW vortex core, the only other vortical feature of signifi
cance is the shedding of spanwise and trailing streamwise vortices 
from the trailing edge. In the present case, the circulation around 
these vortices is 0.16 cUx, which is significant when compared to 
the circulation around the upstream vortex core itself (0.45 cU„). 
Therefore, the kinetic energy in the shed streamwise vortices is 
about one-fourth to one-third that of the incoming SW vortices. 
Thus, the contribution of three-dimensional trailing vortices to loss 
is substantially larger than that of two-dimensional shed vortices 
investigated by Fritsch (1992). 

2.7.2 Pressure Fluctuations. SW vortex interaction leads to 
a distinctive pattern of static pressure fluctuations in the passage 
and on the blade surface, characterized by (1) a leading edge 

Fig. 2 Location of SW vortical fluid (regions of -|A<o|) in stator passage 
at moment of vortex interception 

Fig. 3 Isocontours of streamwise vorticity on LE crossflow plane (top) 
and TE crossflow plane (bottom) extending over the outer quarter span 
of two stator passages; regions of +|AG>| are vortex cores while bands of 
-|Ao>| along TE consist of shed vorticity 

pressure pulse, and (2) a train of "tornado-like" regions of low 
static pressure sweeping over the blade surface. These are shown 
in Fig. 4. The pressure pulse appears near the casing at the moment 
of vortex interception. It can be attributed to the local disturbance 
velocity component normal to the blade. The time-averaged effect 
of this pulse is to unload the leading edge over the outer 15-20 
percent span. The train of low-pressure regions sweeping the blade 
is a reflection of the low static pressure in the SW vortex core. 

2.2 ID/SW: Impact on Time-Averaged Performance 
Changes. Overall, SW vortex interaction is detrimental for the 
stator performance, increasing the net loss by about 0.2 efficiency 
points. Approximately two-thirds of this loss increase is associated 
with the increase in secondary kinetic energy of the unsteady flow 
leaving the stator. The other third is due to turbulence mixing of 
the vortex. 

The increase in secondary kinetic energy of the unsteady flow 
leaving the stator is associated with: (a) stretching of the SW 
vortex core, and (b) shedding of trailing vorticity from the TE of 
the stator blade. Vortex stretching is the dominant mechanism 
leading to performance deterioration. Figure 5 shows how vortex 

Suction Side 

Pressure Side 

Fig. 4 Disturbance static pressure contours and disturbance velocity 
vectors on SS (top) and PS (bottom) at instant of wake interception 
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Fig. 5 Axial variation of time-averaged secondary kinetic energy of 
unsteady disturbance flow (LE at axial position 0, TE at 1) 

stretching in the stator causes the mixing-out loss of the vortex to 
increase within the blade passage; mixing out of the vortex causes 
a decrease (x £ 0.1 or x s 1.0) while stretching causes an 
increase (0.1 < x £ 1.0) in the secondary kinetic energy. 

Processing of SW vortices also decreases the static pressure rise 
coefficient by about 3 percent. This coefficient is related to the 
axial force on the stator blade, which decreases because the pres
sure pulses from vortex interceptions decrease the leading edge 
loading on a time-averaged basis. 

2.3 ID/TL: Unsteady Flow Features 

2.3.1 Unsteady Velocity Field. The velocity disturbance as
sociated with the tip leakage vortex is quite different from that of 
the streamwise vortex. At the inlet of the stator, the TL vortex 
appears as a core of axial velocity deficit and tangential velocity 
excess (see Fig. 6). In this sense, the incoming disturbance resem
bles a thick wake limited to the outer 15 percent of blade span. 

0.27 0.73 1.20 

x=o.a 

x = 0.92 

Fig. 6 Disturbance axial velocity isocontours and disturbance cross-
flow velocity vectors on successive crossflow planes (LE at x = 0, TE at 
x = 1) extending over outer third of span 

Fig. 7 Disturbance axial velocity isocontours and disturbance velocity 
vectors on blade-to-blade plane at 91 percent span (coinciding approx
imately with TL vortex core) 

Therefore, the TL vortex appears to the stator as a jet of fluid 
directed away from the suction surface toward the pressure sur
face. The overall shape of the jet changes little in time. The most 
significant aspects of the vortex transport appear to be: (a) the 
attenuation of the core velocity nonuniformity, and ib) the migra
tion of vortical fluid toward the pressure surface. Both aspects can 
be appreciated in Fig. 7, which emphasizes the wakelike nature of 
the unsteady flow in the passage. The attenuation mechanisms 
shall be discussed in the next section. Figure 7 shows that the peak 
velocity disturbance in the vortex is attenuated by a factor of three 
between the inlet and the exit of the stator. This attenuation is 
somewhat higher than that for wake (Part 1), and indicates the 
recovery of the vortex energy. The migration of vortical fluid is 
due to a tangential velocity excess of the jet in the stator frame. 

2.3.2 Structure and Recovery of Vortex. The vortical struc
ture of the tip vortex follows from its appearance as a jet. At the 
inlet, the normal vorticity component is similar to that of a wake, 
while the streamwise vorticity component appears as two opposite-
sign layers in the tip region (see Fig. 8). To understand how the tip 
leakage flow is attenuated, it is useful to consider the normal and 
streamwise vorticity components separately. The disturbance ve
locity associated with the normal vorticity component is attenuated 
in essentially the same manner as a wake (i.e., in proportionality to 
the stretching of vortex). The disturbance velocity associated with 
the streamwise vorticity component is attenuated in a different 
manner, illustrated schematically in Fig. 8. The slowing of the flow 
in the stator leads to "shortening" of the streamwise vortex fila
ments. This leads to the attenuation of streamwise vorticity com
ponent itself. In analogy with a line vortex going through a 
diffuser, the attenuation of streamwise vorticity is proportional to 
the vortex stretching /,//,,. Thus this analogy implies that the 
recovery of the tip vortex scales in the same manner as that of 
wakes (Part 1). This is an important finding, implying that: (1) 
processing of tip vortices in a stator passage is beneficial; and (2) 
most of the kinetic energy of the vortex can be recovered in the 
stator. 

The attenuation of streamwise vorticity is the most notable 
aspect of the unsteady vortical flow in the ID/TL flow situation. In 
contrast to SW vortices, which appear as "tornadolike" distur
bances sweeping the surface of the blade, TL vortices appear as 
jets of fluid directed toward the pressure side of the stator. 
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Fig. 8 Schematic model of recovery associated with streamwise vortic
ity components in incoming tip vortex 

2.4 ID/TL: Impact on Time-Averaged Performance 
Changes. Overall, TL vortex interaction is beneficial for stator 
performance. The gain in efficiency is about 0.25 points relative to 
the mixing-plane steady flow approximation. This gain is due to 
the reversible recovery of energy in the vortex, which scales in the 
same manner as that of a two-dimensional wake. Most of the 
kinetic energy in the vortex core is recovered in a reversible 
manner. This can be explained by the argument developed for 
two-dimensional wakes: Recovery occurs over shorter length 
scales than diffusion. 

Time-averaging of p, fluctuations at the inlet of the stator yields 
a distribution that is nearly uniform circumferentially. However, 
the computed results (Valkov, 1997) show a core of low-p, fluid in 
the pressure side casing corner at the exit of the stator. This 
"segregation" of total pressure correlates to within a few percent 
with the time-averaged redistribution of normal vorticity, and is 
the result of tangential migration of vortical fluid. This redistribu
tion of total pressure in the flow can be viewed as a three-
dimensional equivalence to Kerrebrock and Mikolajczak's (1970) 
total temperature segregation of rotor wakes. 

2.5 Summary. It was found that the effects associated with 
SW and TL vortices interacting with a stator are markedly differ
ent: 

• Most of the TL vortex energy is recovered in the stator. In 
the ID/TL case; this yields a 0.25 point efficiency enhance
ment with respect to the mixed-out steady flow approxima
tion. 

• Processing of SW vortices by stator is detrimental for stator 
performance (by 0.20 efficiency points for the ID/SW flow 
situation). 

• Recovery of the TL vortex energy is due to the stretching of 
TL vortex. The recovery process is three-dimensional in 
nature (it involves compression of streamwise vortical fila
ments) but scales in the same way as two-dimensional wake 
recovery. 

• Stretching of the SW vortex core is the primary reason for 
efficiency degradation in the ID/SW flow situation. This is in 
agreement with the result of Denton (1993). While unsteady 
vortex shedding might not be important in a two-
dimensional flow (Fritsch, 1992), this is not the case for the 
present three-dimensional flow. In the ID/SW flow situation, 
shedding of streamwise vorticity from the TE of the blades 
is a noticeable source of loss. 

3.0 Rotor Tip Leakage/Streamwise Vortex-Stator In
teraction on Viscous Flow Basis 

This section examines the unsteady flow and performance 
changes in stator subjected to the following two types of upstream 
vortices at design point loading and Reynolds number (4> = 0.45, 
Re = 2.47 X 105): 

• Nominal tip leakage (TL) vortex, based on Khalid's (1995) 
computed flowfield at the exit of an isolated LSRC rotor at 
design loading and 3 percent tip clearance (Fig. 1). This 
computational experiment is referred to as VD/TL. 

• Simple streamwise vortex (SW) with a core radius of 15 
percent span and a circulation of 0.45 clL in the rotor frame. 
This computational experiment is referred to as VD/SW. 

3.1 VD/TL: Unsteady Flow Features. The pressure fluctu
ations induced by the upstream tip leakage vortex are similar in 
nature and amplitude to those seen in the "inviscid" ID/TL, and 
appear primarily as an instantaneous increase of the loading on the 
leading edge in the stator tip region upon vortex interception. 

3.1.1 Structure and Attenuation of Vortex Cores. In viscous 
flow, the vortex core velocity nonuniformity is still strongly atten
uated in the stator. However, there are two differences with respect 
to the inviscid ID/TL flow situation: 

1 Vortex core "filaments" closer to the casing are convected at 
a slower rate than those away from it. This leads to "skew
ing" of the TL vortex core on the crossflow plane; this 
"skewing" does not appear to be important as far as vortex 
energy recovery is concerned. 

2 Migration of vortex fluid is relatively more pronounced 
because of a lower steady flow velocity in the VD/TL flow 
situation than that in the ID/TL flow situation. Therefore, the 
vortex fluid in VD/TL migrates closer to the pressure surface 
for the same distance traveled. 

3.1.2 Nontransitional Boundary Layer Response. The inter
action between the tip leakage vortex and the boundary layers 
results in vortical disturbances not seen in the inviscid case. These 
disturbances originate on the leading edge at the time of vortex 
interception, and are located in the tip region of the stator blade 
(—75-95 percent span). Each disturbance has normal as well as 
streamwise vorticity components. Each of these will be examined 
separately. 

Normal vorticity disturbances are the component of Ao> that is 
perpendicular to the local flow direction. Figure 9 shows the 
spanwise component of the normal vorticity disturbances. This is 
the dominant component of the disturbance normal vorticity, and 
the most appropriate one to illustrate the wakelike nature of the 
flow. The disturbances shown in Fig. 9 are morphologically similar 
to the boundary layer distortions (BLDs) seen in two-dimensional 
calculations with wakes (Part 1). For this reason, these distur
bances shall be referred to as N-BLDs (normal vorticity boundary 
layer disturbances). N-BLDs are present over both pressure and 
suction surfaces. Pressure side N-BLDs remain flattened against 
the blade surface. Suction side N-BLDs, on the other hand, are 
more prominent. They are lifted away from the surface, and are 
convected in the downstream direction behind the suction side end 
of the tip vortex. Each N-BLD has a characteristic vortical struc
ture that consists of two opposite-sign vortical regions. The posi
tive region is closer to the blade surface and somewhat smaller 
than the negative region. 

Streamwise vorticity disturbances originate on the suction side 
leading edge upon vortex interception. These disturbances are 
shown in Fig. 10. They appear as an elongated core of positive 
streamwise component of Act), transported under the suction side 
end of the TL vortex. These disturbances shall be referred to as 
S-BLD in the following. 

3.1.3 Mechanisms for Boundary Layer Response. From a 
theoretical standpoint, any change in the vorticity field can lead to 
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Fig. 9 Spanwise component of disturbance normal vorticity and veloc
ity vectors on 91 percent span blade-to-blade plane, coinciding with 
center of vortex core 

a change in loss. In the present case, the foregoing N-BLDs do lead 
to a noticeable increase in passage loss. It is therefore useful to 
elucidate what mechanisms are involved in their production. The 
similarity between N-BLDs and disturbances from two-
dimensional wake calculations (Part 1) implies that the redistribu
tion of boundary layer vortical filaments is one such mechanism. 
This hypothesis can be verified by comparing the contributions of 
the four mechanisms through which disturbance vorticity can 
appear in the flow (Valkov, 1997): 

1 Normal distortion of the steady flow boundary layer vortex 
filaments under the effect of velocity disturbances associated 
with wakes and vortices. This mechanism is present in both 
two-dimensional and three-dimensional flows, and is repre
sented by the term T, = (Aw • V)ws. 

2 Stretching and tipping of steady flow boundary layer vortex 
filaments by the same velocity disturbances. Although sim
ilar to the above, this mechanism exists only in three-

dimensional flows, and is represented by the term T2 = (<o, • 
V)A«. 

3 Stretching and tipping of vortex filaments present in the 
upstream disturbances by the steady flow velocity gradient. 
This mechanism also exists only in three-dimensional flows, 
and is represented by the following term: r 3 = (Aw • 
V)(US + Aw). 

4 Diffusion of additional vorticity produced on the solid sur
faces and changes in vorticity diffusion rates due to velocity 
disturbances from wakes and vortices. This mechanism is 
represented by the following term: T4 <« v„V X Aw + AvV 
X w». 

Quantification of these terms (T, to TA) by Valkov (1997) 
showed that the normal displacement of the steady boundary layer 
vortical filaments (mechanism " 1 " above) is the leading cause of 
disturbance vorticity production from blade-vortex interaction. 
Tipping and stretching of disturbance vortical "filaments" (mech
anism "3" above) is a close second contributor, while tipping and 
stretching of steady boundary layer vortical lines (mechanism "2" 
above) is somewhat less important. 

This comparison does not allow one to identify which vortical 
filaments in particular are distorted to give rise to the vortical 
disturbances. Such information can, however, be obtained by com
paring the components of T, to T3 in the spanwise and streamwise 
directions, respectively. The comparison in the spanwise direction 
indicates that N-BLDs are produced by redistribution of spanwise 
vortical filaments in the blade boundary layers under the "suction" 
effect of the TL vortex "negative jet." This mechanism is essen
tially the same as in two-dimensional wake interaction. It explains 
(1) the morphological similarity between two-dimensional and 
three-dimensional disturbances, and (2) the absence of such dis
turbances in computations where the steady flow is assumed in-
viscid. The comparison in the streamwise direction shows that 
S-BLDs are produced primarily by tipping of spanwise vortical 
filaments in the vortex itself by the velocity gradients in the 
endwall corner of the steady flow. 

3.2 VD/TL: Impact on Time-Aver aged Performance 
Changes. In contrast to the ID/TL situation, the increase in 
time-averaged passage loss associated with the response of the 
boundary layer results in a 0.2 point drop in efficiency. As shown 
in Fig. 11, the increase in passage loss is confined to the tip region 
of the stator (75-95 percent span). Locally, the increase is rather 
significant (~30-50 percent), and warrants a more detailed anal-
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Fig. 10 Disturbance streamwise vorticity isocontours and velocity vec
tors on 91 percent span blade-to-blade plane 
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Fig. 11 Distribution of time and blade-to-blade mass-averaged flux of 
total pressure leaving the stator at various spanwise locations, for both 
unsteady premixed flows; large negative values are indicative of high 
loss 
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ysis of the underlying causes. Howard et al, (1994) have noted a 
similar increase in stator tip loss when the tip clearance of the 
upstream rotor is opened up. Qualitatively, their observations 
supports the results here. The passage loss increase nearly cancels 
the loss benefit from reversible recovery of the tip leakage vortex. 

3.2.1 Role of Boundary Layer Response. There is a strong 
resemblance between tip leakage vortex and two-dimensional 
wake interaction, noted above in terms of boundary layer response. 
The change in time-averaged total pressure, AC,, is also very 
similar to that due to two-dimensional wakes when examined on 
blade-to-blade planes between 80-95 percent span. This can be 
appreciated through the computed results in Fig. 12, which show 
the existence of (a) a band of high-loss fluid over the suction side 
of the stator, and (b) two wide regions of high and low-loss fluid 
that progressively develop in the middle of the passage. These 
features are localized between 75-95 percent span. No significant 
vortical or total pressure disturbances occur below 75 percent span. 
In the ID/TL situation, where no boundary layers are present, only 
feature (b) is observed. 

The connection between AC, and vorticity redistribution given 
by _ 

dAC,_ 
-i ^ '-JSL\ l,"J/normal component \*) 

fits the computed results (this is analogous to the wake-stator 
interaction presented in Part 1). The total pressure changes in Fig. 
12 are due to a re-arrangement of vortex filaments normal to the 
flow direction. On the basis of correlating total pressure and 
vorticity changes using Eq. (1), two mechanisms involving differ
ent vortex filaments can be identified in the unsteady flow: 

1 Spanwise vorticity fluctuations in the suction surface bound
ary layer (N-BLDs) are associated with a high-loss band 
over the suction surface of the stator. 

2 Migration and piling of vortical fluid against the pressure 
surface of the stator leads to the two regions of low and high 
p, that progressively develop in the middle of the passage. It 
leads to segregation of high-loss vortical fluid in the circum
ferential direction. 

Mechanism (2) is present in both ID/TL and VD/TL computa
tional experiments, while mechanism (1) is present in the VD/TL 
situation only. This indicates that normal distortion of the suction 

0.20 0.27 0.73 1.20 

Fig. 12 Isocontours of time-averaged total pressure difference AC, be
tween unsteady and steady flow on 91 percent span blade-to-blade plane 
elucidating an area with distinct C, decrease coinciding with trajectory of 
BLDs 

side boundary layer is the cause for the noticeable passage loss 
increase in case VD/TL. In physical terms, the "suction" effect of 
the tip leakage vortex transports high-loss boundary layer fluid 
from near the wall toward regions of higher mass flux. This leads 
to increased loss in the tip region of the stator. 

The normal distortion mechanism is the same as the one respon
sible for the passage loss increase in two-dimensional wake inter
action. In the VD/TL case, this mechanism appears to be operating 
on a locally two-dimensional basis. The common origin of passage 
loss increase suggests that the two-dimensional model of Part 1 
can be extended to the three-dimensional tip vortex interaction. 
This extension (see appendix) relates the increase in passage loss 
AL„, to the steady flow loss distribution on the blade Lp, and to the 
time-averaged disturbance velocity transverse to the boundary 
layer AV„: 

AL„ ~ 2 — L„ (2) 

From a design viewpoint, it can be shown that A V„ is proportional 
to the clearance-related blockage AJAe as defined by Khalid 
(1995). It also depends on the angle between the vortex core and 
the stator stagger axis. Thus: 

A,, 
AV„«V 2 — sin* (3) 

"•e 

For the situation under consideration, AJA,, = 0.04, sin x ^ 1> 
LPJ = 0.03. With these values, Eq. (2) yields a passage loss 
increase of 0.0021 units of dynamic head, which is reasonably 
close to the computed value 0.0023 units. Equation (2) can be used 
to determine how ALP scales with changes in design. 

3.2.2 Role of Unsteady Secondary Flows. The foregoing 
analysis indicates that the main mechanism for passage loss in
crease, AL,„ in the VD/TL situation is the normal distortion of 
spanwise vortex filaments. Upon decomposing the vorticity vector 
into its streamwise and normal component, ALP is given as: 

A~d~XL= M W ) n o r m a l < M + Av(ftj) LamwiSc«^ (4) 

J x •" x 

The ratio of normal to streamwise vorticity terms in Eq. (4) can be 
used to express the relative importance of unsteady streamwise 
vorticity for loss. Over the critical front third of the stator, the 
contribution from normal component is 2-10 times larger than that 
from the streamwise component, despite the presence of significant 
streamwise vorticity fluctuations (Valkov, 1997). When distur
bance vorticity vectors are aligned with the steady flow vorticity, 
their contribution to loss may be far larger, relative to the situation 
where disturbance and steady flow vortex filaments are at right 
angles. Although normal and streamwise vorticity fluctuations 
observed in the flow are of similar magnitude, the latter are 
perpendicular to the boundary layer vorticity. Thus the contribu
tion of streamwise vorticity fluctuations to passage loss is rela
tively small. 

3.2.3 Role of Reversible Recovery. Recovery of the tip leak
age vortex energy is the main beneficial aspect of rotor-stator 
interaction. The performance benefit from recovery in the VD/TL 
situation is virtually identical to that in the ID/TL situation. The 
loss figures indicate that this recovery is not significantly affected 
by turbulent diffusion of the vortex core, nor by distortion of core 
vortical filaments due to the presence of endwall boundary layers. 

The recovery of the vortex energy proceeds at the same rate as 
that of the two-dimensional wakes (Part 1). This explains the 
recovery of a substantial fraction (—75 percent) of the kinetic 
energy present at the inlet in the TL vortex. For two-dimensional 
wakes, results in Part 1 indicate that most of the energy is recov
ered over a length scale of about 0.25 chord. As distortion takes 
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place over length scales comparable to one chord length, vortex 
energy is thus recovered before distortion can significantly change 
the dynamics of recovery. Stauter et al. (1991) surveys indicate 
that the length scale over which turbulent diffusion alone would 
significantly dissipate wakes entering the stator is of the order of 
0.5-1.0 blade chords. Therefore, vortex energy is recovered faster 
than it is dissipated, on the assumption that TL vortex diffusion 
proceeds at a rate similar to that of wakes. 

3.3 VD/SW: Impact on Time-Average Performance 
Changes. The effects of upstream streamwise vortices on stator 
performance are different from those of tip leakage vortices; 
streamwise vortices lead to a 0.3 point drop in efficiency. In 
contrast to the "inviscid" ID/SW case, the vortex is attenuated 
instead of being amplified while the passage loss increase AL,, due 
to unsteadiness is substantially larger. The increase is a result of 
boundary layer response to SW vortex. The computed results in 
Valkov (1997) shows that the BL disturbances induced by the SW 
vortex consist of a strong streamwise vortex accompanied by a 
normal vortical component over the suction surface of the stator. 
These features can be explained in terms of the uplifting of 
boundary layer vortical filaments by the "tornadolike" velocity and 
static pressure fields associated with the SW vortex core. 

3.4 Summary. The interaction between upstream vortices 
and steady flow boundary layers has an important effect on stator 
performance and unsteady flow features. Interaction with simple 
streamwise vortices is detrimental for performance. Rotor tip leak
age vortices are processed in a manner different from the simple 
streamwise vortices. For the geometric configuration and operating 
conditions under consideration, it was found that: 

• Most of the tip leakage vortex energy is recovered during its 
transport through the stator (~75 percent in the case being 
considered here). This results in a loss benefit of 0.3 effi
ciency points. The recovery scales in the same way as that of 
a two-dimensional inviscid wake (Smith, 1966; Adamczyk, 
1996; Valkov, 1997), and is not significantly affected by 
diffusion or vortex core distortion. 

• A noticeable increase in passage loss (~0.2 efficiency 
points) occurs in the tip region of the stator in the presence 
of a tip leakage vortex. Such an increase is not observed in 
calculations when the steady flow is assumed inviscid. The 
increase is due to normal displacement of high-loss bound
ary layer vortical fluid by the "negative jet" velocity of the 
tip leakage vortex. This mechanism is identical to that in 
two-dimensional wake-stator interaction. 

• This passage loss increase can potentially cancel the benefit 
from vortex energy recovery. 

The spanwise extent and the magnitude of passage loss increase 
computed here are in accord with previous measurements of stator 
loss behind a rotor for two different tip clearances (Howard et al , 
1994). 

4.0 A Parametric Study on Rotor Vortex-Stator Inter
action 

The following set of computational experiments serves to assess 
the sensitivity of TL vortex-stator interaction to parameters char
acterizing TL vortex and to those characterizing stator steady-state 
performance. In each experiment, only a single parameter is 
changed with respect to those in the VD/TL flow situation. 

4.1 Sensitivity to Parameters Characterizing Tip Leakage 
Vortex 

4.1.1 Closely Coupled Blade Rows. Since the position of the 
inlet boundary of the computational domain is held fixed, reduc
tion of axial spacing between the rotor and stator is represented by 
scaling the disturbance velocity prescribed at the inlet of the stator 
in the VD/TL situation by a factor/,: 

fx = exp -2.295 
•* design 

2c (4) 

This equation is based on the assumption that the tip leakage 
vortex diffuses at the same rate as rotor wakes, and uses a corre
lation proposed by Stauter et al. (1991) for wake decay in a 
research compressor. Wake data are used to determine the amount 
by which the nominal vortex needs to be scaled. Equation (4) 
shows that a factor of 1.41 is required to simulate the reduction in 
axial spacing from 0.37 to 0.07 chords in Smith's (1970) experi
ment. The scaled-up tip leakage vortex is then used as inlet 
boundary conditions in the computation. The computed results 
(Valkov, 1997) showed that the amount of energy that is reversibly 
recovered is significant (—0.5-0.6 efficiency points). However, 
the increase in passage loss is also appreciable (~0.3-0.4 effi
ciency points). Examination of the disturbance vorticity and total 
pressure fields indicates that the larger performance changes rela
tive to the baseline case VD/TL, are simply due to the larger 
relative total pressure/velocity nonuniformity in the vortex, and not 
to new causal mechanisms. 

4.1.2 Effect of TL Crossflow. In this computational experi
ment the leakage crossflow associated with the tip leakage vortex 
in the rotor relative frame is removed, only the velocity defect is 
retained so that the vortex behaves essentially like a wake. The 
increase in passage loss, AL,,, is not significantly different from 
that in the baseline VD/TL situation. This is in accord with the 
model for AL,,. Given that the rotor and stator blades are approx
imately perpendicular, crossflow disturbances in the rotor frame 
appear parallel to the stator surface, while velocity defect distur
bances are perpendicular to the surface. Removing the crossflow 
component of the vortex does not significantly affect AV„. Con
sequently, boundary layer vortical disturbances and the resulting 
passage loss changes are similar to those in the baseline VD/TL 
case. Thus, one deduces that the relative total pressure/velocity 
defect in the tip leakage vortex is the most important factor in 
inducing unsteady flow and in affecting the performance of the 
downstream stator. However, the crossflow component accounts 
for about one-third of the energy in the vortex at the inlet of the 
stator so that the benefit from reversible recovery is not as large as 
in the baseline VD/TL situation. 

4.2 Sensitivity to Parameters Characterizing Stator Steady 
State Performance 

4.2.1 Increased Stator Loading. The increase in stator load
ing is achieved by using a steady stator flow at an operating point 
corresponding to unstalled operation near the peak of the charac
teristic (4> = 0.38, midspan 6,, = 51 deg, diffusion factor = 0.52). 
The upstream vortex is kept the same as in the baseline VD/TL 
case so that stator loading effects are separated from other changes 
in the flowfield. 

Passage loss: The most significant effect of increasing the stator 
loading is to alter the increase in passage loss, AL,,, due to the 
upstream vortex. The change in passage loss, though not substan
tial, is in accord with the simplified loss model for ALP. The axial 
variation of steady flow loss LPJ for high and design point loading 
is shown in Fig. 13. The change in time-averaged passage loss AL,, 
is a consequence of displacing the high-loss fluid away from the 
surface into the primary stream by the velocity field of the up
stream vortex. This happens mostly in the front part of the blade 
where AV„ is the largest. The computed results of Fig. 13 shows 
that, for the stator considered here, the steady flow at cf> = 0.38 has 
a lower loss than the VD steady flow (</> = 0.45) over that part of 
the blade. Therefore, the boundary layer distortion process above 
has less of a performance impact. The passage loss degradation 
AL,, at high loading is thus smaller than that at design point 
loading, which agrees with the computed time-averaged results. 
This finding suggests that the passage loss increase due to wakes 
and tip leakage vortices can be reduced by tailoring the loss 
distribution on the blade. All other parameters being equal, the 
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13 Axial distribution of steady flow passage loss coefficient at high 
at design point loading 

passage loss increase would be smaller for designs where most of 
the steady-state loss is generated in the aft portion of the blade 
section. This dependency is described by the full equation (from 
which the simplified model is derived) that takes into account the 
axial variation of the loss production, dLldx: 

AL„ JCAV.M 
dx 

dx (5) 

Recovery of tip leakage vortices: The benefit from recovery of 
wakes and tip vortices is linked to loading through the amount of 
flow turning. A larger portion of the disturbance energy is expected 
to be recovered for high flow turning angles. For the present 
configuration, however, most of this energy is recovered at design 
point flow turning; thus no substantial change in mixing loss 
benefit, ALm, should be anticipated with respect to the design-
point VD/TL situation. 

Unsteady flow features. Qualitatively, the disturbance flowfield 
is similar to that at design-point loading. Thus no new unsteady 
loss mechanisms arises for highly loaded unstalled blading. 

4.2.2 Increased Axisymmetric Flow Nonuniformity. The inlet 
profile to the stator (based on data from a four-stage low-speed 
research compressor) in the baseline VD flow situation is relatively 
uniform. In multistage machines, however, the inlet velocity pro
files to embedded blade rows can exhibit substantial spanwise 
variation (Cumpsty, 1989). Thus the objective here is to determine 
the effect of such variation on stator interaction with tip leakage 
vortices. This is done by changing the inlet profile of the steady 
flow so that it is representative of an embedded stage (Smith, 
1970). The resulting steady flow is characterized by stronger 
secondary flows and by more pronounced spanwise loading vari
ation than the design-point (steady) flow. The performance effects 
of the upstream TL vortex in stator subjected to strong inlet shear 
are not significantly different from the baseline case. The com
puted results show a somewhat larger time-averaged passage loss 
increase because of a higher steady passage loss in the tip region 
of the stator. This, again, is in accord with the time-averaged 
passage loss model developed above. Except for minor changes 
due to spanwise variation of the velocity at which the vortex is 
convected, the unsteady flow features are also similar to those 
observed in the baseline VD/TL computational experiment. Thus 
computed results show that the effect of the tip leakage vortex on 
stator performance does not appear to be sensitive to axisymmetric 
flow nonuniformity. The results also indicate that the detrimental 

effects of tip vortex interaction would be larger in stators with high 
loss in the tip region. 

4.4 Stacked-Plane Two-Dimensional (Strip Theory) Ap
proximations. The purpose of the computational experiment 
based on strip theory approximation is to confirm the hypothesis 
that the most important effects of tip leakage vortices on stator 
performance occur through the similar mechanisms as was found 
in wake-stator interaction (Part 1). This is accomplished by con
fining the unsteady flow in the stator to a collection of blade-to-
blade planes at discrete spanwise locations. While the inlet bound
ary conditions vary from plane to plane (as set by that used in the 
original three-dimensional simulations), the flow on each plane is 
strictly two dimensional. This representation of the interaction still 
retains the three-dimensional flow structure of the incoming vor
tex, but is essentially two dimensional from a mechanistic view
point. The unsteady flowfield obtained in this manner is very 
similar to that of the fully three-dimensional VD/TL simulation. 
The vortex is attenuated during its transport through the stator. 
This confirms the hypothesis that tip vortex recovery can be 
described on a quasi-two-dimensional basis. As shown in Fig. 14, 
the unsteady flow over the suction surface is characterized by 
spanwise vortical disturbances similar to those for wakes. These 
disturbances are responsible for the passage loss increase that 
partly reduces the benefit from tip vortex recovery. Thus the tip 
leakage vortex interacts with the stator in the same manner as an 
upstream two-dimensional wake. 

4.5 Summary. The following key results can be deduced 
from a set of computational experiments implemented for assess
ing the sensitivity of tip leakage vortex interaction to axial spacing, 
vortex structure, and stator operating parameters: 

• The unsteady flow mechanisms through which upstream tip 
leakage vortices influence stator performance are generic. 
These mechanisms consist of: (a) recovery of disturbance 
energy by means of vortex stretching, and (b) increase in 
passage loss due to boundary layer distortion by the up
stream disturbance velocity field. 

• Vortex recovery is beneficial for performance. Its benefit is 
significant relative to the mixed-out steady flow approxima
tion. Vortex recovery benefits are reduced to a large extent 
by the passage loss increase. 

• Blading design changes may reduce the passage loss in
crease, and thus retain a larger portion of the recovery 

-0.25 0.02 0.28 0.55 

Fig. 14 Disturbance spanwise vorticity on 91 percent span blade-to-
blade plane at instant of vortex interception for 2D/TL situation 
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benefits. All other factors being constant, stators in which the 
steady losses are "concentrated" in the tip region or in the 
front part of the blades will experience a higher passage loss 
increase from tip leakage vortex-stator interaction. 

• These unsteady flow mechanisms can be described on a 
locally two-dimensional basis. In this sense, the most im
portant aspect of the tip leakage vortex is the velocity/ 
relative total pressure defect associated with the vortex core. 
Secondary flows and spanwise variation of steady inlet pro
files do not affect these mechanisms and their performance 
impact in a significant manner. 

5.0 Implications on Compressor Performance and De
sign 

These newly found results can be used to assess the influence of 
compressor design on the performance impact of upstream wakes 
and tip leakage vortices, and to bound such effects. This was 
accomplished in Valkov (1997) by examining how stage design 
influences the efficiency change, ATJ, associated with interaction 
between rotors and stators that involves rotor and stator wakes, as 
well as rotor tip leakage vortices. The calculation of AT/ for a given 
design involves two aspects. First, the wakes and vortices for this 
design are characterized using simple correlations. Second, the 
effect of these wakes and vortices on blade row loss are estimated 
using models of recovery and boundary layer response developed 
here. The procedure for using these models to estimate/calculate 
the performance change is given in the appendix. 

Within the approximate limits of the de Haller criterion (Cump-
sty, 1989) and for a nominal axial spacing of 0.37 chords and 
DF = 0.45, blade row interaction is moderately beneficial (ATJ ~ 
0.5 points), and relatively insensitive to stage design. Outside these 
limits, blade row interaction benefits rapidly disappear. This is due 
to: (a) an increase in the loss associated with boundary layer 
response to unsteadiness, and (b) a decrease of the benefit associ
ated with wake recovery. 

Blade row interaction effects are moderately sensitive to the 
choice of diffusion factor. The efficiency estimation with a diffu
sion factor of 0.52 yields results that differ from those with 0.45 by 
about 0.2 point. 

Blade row spacing is an important factor and reducing the 
spacing from 0.37 chords to 0.07 chords increases the net effi
ciency benefits from blade row interaction to significant levels (~1 
point). Based on these results here, the GE/LSRC compressor at 
design point (<j> = 0.45, i// = 0.65, 63 percent reaction) indicates 
that a reduction of the blade row axial spacing from 0.37 to 0.07 
chords yields a significant improvement in efficiency. 

5.1 Assessment of Design Options. The design parameter 
space can be divided into two regions (Valkov, 1997). The relative 
extent of these regions depends on the blading diffusion factor; for 
a typical value of 0.45, the boundary between these regions coin
cides approximately with the de Haller criterion (Cumpsty, 1989). 
Within the limits of this criterion, the impact of blade row inter
action on efficiency is moderately beneficial with respect to the 
mixing-plane steady flow approach (—0.4-0.6 points). There is 
relatively little variation in efficiency benefit from design to de
sign. Outside the limits of this criterion, blade row interaction 
benefits disappear rapidly. The results also suggest that designs 
where high pressure ratio is achieved by means of increased 
solidity might fall outside the design space where interaction is 
beneficial. 

Some efficiency improvement can be achieved by mitigating the 
detrimental effect of nontransitional boundary layer response. For 
the LSRC design examined here, the maximum potential improve
ment is of the order of 0.4 efficiency points. This value assumes 
that the 0.3 points deterioration from BL response to the rotor tip 
vortex, and the 0.1 points deterioration from BL response to rotor 
and stator wakes, can be completely eliminated. 

Two methods are available for mitigating the effect of boundary 

layer response. The first method consists of using sections for 
which the loss is "moved" from the front toward the back of the 
blades. The second method consists in the removal of boundary 
layer fluid from the front portion of the blade suction surface. This 
eliminates the cause for passage loss increase (normal redistribu
tion of vortical lines in the boundary layer under the effect of 
upstream velocity disturbances). The suction method entails in
creased mechanical and structural complexity. Since tip vortex/ 
boundary layer interaction in the tip region of the stator contributes 
the most to the increase in passage loss, a promising strategy is to 
apply suction over the outer 75-95 percent of stator span; the mass 
flow removed may be used as bleed air. 

6.0 Overall Summary and Conclusions for the Two-
Part Paper 

First-of-a-kind computational experiments have been designed 
and carried out to assess quantitatively the effect of upstream rotor 
wakes and tip leakage vortices on the performance of a typical 
stator, relative to a steady flow approximation based on mixing out 
such disturbances between blade rows. The key objectives are: (1) 
to identify the unsteady flow mechanisms responsible for perfor
mance changes, (2) quantify these changes, and (3) translate this 
information into design insights. In Part 1, the framework of 
technical approach and results on the interaction of stator with 
upstream rotor wakes were presented. In Part 2 the focus was on 
the interaction of stator with upstream rotor tip leakage vortices 
and discrete streamwise vortices, the controlling parametric trend 
and the implications on compressor design. The key findings are 
summarized below: 

Two generic mechanisms with significant impact on perfor
mance have been identified. These are the reversible recovery of 
the energy in the disturbances (beneficial), and the nontransitional 
boundary layer response (detrimental). These mechanisms appear 
to be generic. 

• Tip vortex recovery involves three-dimensional vorticity ki
nematics. However, the energy benefit from tip vortex re
covery scales in the same manner as that associated with 
wake recovery, and can be described in the same two-
dimensional terms. 

• Nontransitional boundary layer response involves the normal 
displacement of boundary layer vortex lines under the "suc
tion" effect of the upstream disturbances. The resulting re
distribution of vorticity leads to an increase in passage loss. 
For tip vortex interaction, the loss increase occurs in the tip 
region of the stator (Howard et al., 1994). 

• Both mechanisms are associated with the relative total 
pressure/velocity defect of the disturbances in the relative 
frame. The effects of these mechanisms can be described in 
the same two-dimensional terms for both wakes and tip 
leakage vortices. 

Quantitative effect and dependency: The effect of the upstream 
wakes and vortices on the stator loss is important. It depends on the 
following parameters: axial spacing, loading, and the frequency of 
wake fluctuations in the relative frame. 

• For the present design, passing the rotor wakes and vortices 
through the stator results in a stage efficiency that is 0.2 
points higher than that obtained using the steady flow ap
proximation (0.5 efficiency points recovery benefit minus 
0.3 points from boundary layer response). Individually, the 
effects of rotor tip vortex and wake are comparable. 

• The effect of tip vortices and wakes becomes significantly 
more important at reduced axial spacing. For a spacing of 
0.07 chords, the stage efficiency is 0.6 points higher relative 
to the steady flow (1.2 points recovery benefit minus 0.6 
points from boundary layer response). 

• For the geometric configuration under consideration, an in
crease in loading redistributes boundary layer vortical fluid 
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in a manner that decreases the additional loss from boundary 
layer response because of lower steady state loss over the 
front part of the blade. 

• There is a range of fluctuation frequencies (~0.3-0.8 times 
the blade passing frequency) for which recovery does not 
occur. Within this range, there is a significant difference 
between the effects of fluctuating and steady wakes with the 
same ensemble-averaged properties. Thus, the use of 
ensemble-averaged wakes in interaction studies is not nec
essarily correct. 

• The most important aspect of the tip vortex is the relative 
total pressure/velocity defect, which is perceived by the 
stator in the same manner as a wake. Stator flow three-
dimensionality and unsteady secondary vorticity are not 
important as far as the performance effects of tip vortex-
stator interaction are concerned. 

Design implications: A model of recovery and boundary layer 
response has been used to explore how blade row interaction 
effects change from design to design. The model considers inter
action in a repeating embedded stage environment, and indicates 
that: 

• Steady flow approximations based on mixing out the distur
bances between the blade rows underestimate stage effi
ciency by 0.3-0.5 points (for typical designs) and by as 
much as 0.6-1.0 points (for designs with closely spaced 
blade rows). 

• A region in design space exists where interaction has a 
beneficial and relatively constant impact on efficiency. Out
side this region, interaction benefits rapidly disappear. The 
extent of the beneficial region is determined by the choice of 
blading diffusion factor; for typical values of 0.45, the ben
eficial limits coincide approximately with the de Haller 
criterion. 

• The detrimental aspects of boundary layer response may be 
mitigated by: (a) tailoring the blade loading to reduce 
steady-state loss in the front part of the blade, or (b) selective 
removal of boundary layer fluid. For typical designs, the 
maximum efficiency gain from such measures could be as 
high as about 0.4 points. 

Although differences in compressor design prevent a back-to-
back comparison, the present results would suggest that j to § of the 
efficiency gain obtained by Smith (1970) can be attributed to 
interaction with upstream wakes and vortices. 

Impact of rotor streamwise vortices on stator performance: 
Processing of discrete streamwise vortices from upstream rotor by 
the stator has an adverse effect on the time-averaged stator per
formance. Stretching of the SW vortex core is the primary reason 
for efficiency degradation when the steady flow through the stator 
is assumed inviscid. However, when a steady flow with represen
tative boundary layers on stator blade surfaces and casing wall is 
assumed, the interaction of the endwall and blade surface boundary 
layers with the upstream discrete streamwise vortex is largely 
responsible for the performance degradation. Thus, the effects of 
upstream streamwise vortices on stator performance are different 
from those of tip leakage vortices. 
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A P P E N D I X 

The appendix consists of three sections: Section A.l describes 
the tip vortex characterization used in this paper, Section A.2 
presents a simplified model for loss associated with boundary layer 
response due to tip vortex-stator interaction, and Section A.3 
outlines a procedure for estimating the efficiency change associ
ated with blade-rows interactions. 

A.l Tip Vortex Characterization 

The velocity field of the tip leakage vortex of the LSRC com
putational study (T = 0.03, i// = 0.64), is scaled using the following 
relationship proposed by Khalid (1995) for the vortex blockage at 
the exit of the blade row: 

A„cos |3e _ /A~P" -AP? \ 

™/sin (ivm - G\ &T ) (AA) 

where G is a quadratic fit of Khalid's (1995) computational ex
periments. Khalid's (1995) work also suggests a wake representa
tion of the overtip leakage flow can capture the trends in clearance-
related blockage. For this reason, it has been assumed that the 
interblade decay of the TL vortex follows the same relationship as 
that of a wake presented in Part 1. While crude, this treatment 
captures to some extent the effect of design point selection on the 
strength of the tip leakage vortex. 

A.2 Boundary Layer Response 

It was shown that the increase in loss due to tip vortex/boundary 
layer interaction occurs through the same mechanisms involved in 
two-dimensional wake/boundary layer interaction and that the 
disturbance vortical flow here can be described in the blade-to-
blade plane on a locally two-dimensional manner. Therefore, the 
increase in passage loss due to the upstream tip leakage vortex can 
be estimated by dividing the blade in individual sections of thick
ness dz, and by applying the two-dimensional model presented in 
the appendix of Part 1 to each section. This would result in: 

ALP = 6J -jj-j x-L—dxdz (A.2) 

which can be simplified as 
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AL„ 
AV„ 

U 
cL„ 

The transverse disturbance velocity, A V„, can be related to the tip 
leakage blockage AJAe in the rotor frame as defined by Khalid 
(1995) using continuity. This yields: 

AV = 2 
Ab sin x 

Ae cos 62r 

wakes and vortices, followed by computing the attenuation coef-
(A.3) ficient a, for the design under consideration. The loss benefit from 

recovering upstream wakes in the frame of the downstream blade 
row is then estimated using expression for ALm given in Part 1. 
The increase in passage loss from each wake/boundary layer and 
tip leakage vortex/boundary layer interaction is computed accord
ing to Eq. (A.7) given in the appendix of Part 1 and Eq. (A.3). 

(A.4) The loss changes can be converted to efficiency figures by using 
the relative dynamic head and the stage pressure coefficient: 

A.3 Estimation of Efficiency Change 

This section outlines the steps for applying the flow models for 
estimating the change in efficiency associated with wake/tip 
vortex-blade row interaction for different designs. 

The first step involves estimating the "strength" of the upstream 

^ = 24, 

(AL„ + ALj ro lo r (AL„ ALJS, 

cos 0ir cos 6, 
(A.5) 

The equations implicitly assume that there is one rotor wake 
entering a stator passage per wake passing period. 
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Periodic Transition on an Axial 
Compressor Stator: Incidence 
and Clocking Effects: Part I— 
Experimental Data 
Periodic wake-induced transition on the outlet stator of a 1.5-stage axial compressor is 
examined using hot-film arrays on both the suction and pressure surfaces. The time-mean 
surface pressure distribution is varied by changing the blade incidence, while the 
free-stream disturbance field is altered by clocking of the stator relative to an inlet guide 
vane row. Ensemble-averaged plots of turbulent intermittency and relaxation factor 
(extent of calmed flow following the passage of a turbulent spot) are presented. These 
show the strength of periodic wake-induced transition phenomena to be significantly 
influenced by both incidence and clocking effects. The nature and extent of transition by 
other modes (natural, bypass, and separated flow transition) are altered accordingly. 
Leading edge and midchord separation bubbles are affected in a characteristically 
different manner by changing free-stream periodicity. There are noticeable differences 
between suction and pressure surface transition behavior, particularly as regards the 
strength and extent of calming. In Part II of this paper, the transition onset observations 
from the compressor stator are used to evaluate the quasi-steady application of conven
tional transition correlations to predict unsteady transition onset on the blading of an 
embedded axial compressor stage. 

Introduction 
The unsteady flow field seen by an embedded blade row in a 

multistage axial turbomachine is dominated by the effects of the 
adjacent upstream stage. The major source of periodic disturbance 
is usually provided by relative motion of blade wakes from the row 
immediately upstream. The second upstream row provides the 
greatest contribution to the random disturbance field through dis
persion of its chopped wake segments. Farther upstream rows 
contribute lower level periodicity and a generally increased level 
of background random turbulence. 

The blade boundary layer behavior under these conditions is 
dominated by periodic wake-induced transition. Transition by 
other modes is observed in regions between the wake-induced 
transitional or turbulent strips. Mayle (1991, 1992) refers to this 
phenomenon as "multimode transition." The problem has been 
extensively studied since the late 1970's and a good summary of 
the relevant literature is provided by Mayle's (1991, 1992) re
views. Most workers investigating this problem have used large-
scale experiments on flat plates, with moving bar wakes and 
turbulence grids to simulate the periodic and random disturbance 
components of the actual disturbance field in a turbomachine. 
Little attention has been paid to leading edge effects (which were 
generally suppressed in these experiments) or to the direction of 
the wake-jet impinging on the plate surface. Walker (1993) sug
gested that the latter effect might be important, and the experi
mental data of Orth (1993) and Funazaki et al. (1997a) support this 
view. 

Experiments on profiles typical of turbomachine blades, or in 
actual machines, have been quite rare. Cumpsty et al. (1995) 
investigated unsteady flow transition in a large-scale two-
dimensional compressor cascade with bar passing. Hodson et al. 
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(1994) reported transition observations in a three-dimensional LP 
turbine rig under actual engine conditions. Halstead et al. (1997) 
reported an extensive series of observations on both compressor 
and turbine blades in low-speed multistage axial machines. The 
latter results are usefully complemented by studies in a 1.5-stage 
axial compressor by Solomon and Walker (1995a, b) and Solomon 
(1996). 

Current aeroengine design practice generally ignores unsteady 
effects and uses steady flow theory to design compressor and 
turbine blade elements. A notable exception is the application of 
recent knowledge about the effects of calming after wake-induced 
turbulent spots (Schulte and Hodson, 1998a, b) to improve the 
performance of LP turbine blades. Boundary layer analyses usually 
employ integral calculation methods with a bypass transition cri
terion such as that of Abu-Ghannam and Shaw (1980) to predict 
turbulent onset. The transition prediction is based on standard 
values of free-stream turbulence level known to give reasonable 
results for the time-mean flow. This simple procedure is fast 
enough to be used interactively and has produced many successful 
designs, although shown by recent investigations to give a poor 
representation of the instantaneous flow behavior. 

The present paper reports a detailed study of unsteady transition 
on the outlet stator of a 1.5-stage axial compressor over a wide 
range of loading. The relative importance of periodic and random 
free-stream disturbances for transition on a stator blade element at 
midspan is examined by clocking of the inlet guide vane (IGV) 
row to vary the inflow disturbance field. Part I details the experi
mental observations. Part II attempts a quasi-steady model of the 
transition behavior using a time-mean boundary layer calculation 
and conventional transition criteria applied in a quasi-steady man
ner using instantaneous local values of free-stream turbulence 
level. 

Encouraging results are obtained for the regions between wake-
induced turbulent strips. The new procedure can be recommended 
for design applications and is fast enough to be used interactively. 
Comparison of the predicted and measured transition behavior also 
gives some physical insight into the nature of transition on the 
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compressor blade and questions the dominance of the bypass 
mechanism in this situation. 

Wake-induced transition on the compressor stator does not 
correlate at all well with instantaneous free-stream turbulence 
level. Two additional unsteady flow mechanisms may have con
tributed to this discrepancy: first, the fluctuating pressure field 
generated by incidence changes as the rotor wakes convert over 
the stator leading edge (which we will refer to as "potential flow 
interaction effects"); second, the fluctuations in pressure gradient 
associated with impingement of rotor wake fluid onto the stator 
pressure surface, or entrainment of fluid from the stator suction 
surface into passing rotor wakes (which we will refer to as "rotor 
wake-jet effect"). Comparison of the present observations with the 
predictions to be presented in Part II of this paper give some idea 
of the relative importance of these phenomena. 

Experimental Detail 

Research Compressor. Air enters the compressor radially 
through a cylindrical screened inlet 2.13 m diameter by 0.61 m 
wide. A flared bend with a 6.25 to 1 contraction ratio then turns the 
flow through 90 deg into a concentric cylindrical duct with 1.14 m 
outside diameter and 0.69 m inside diameter, which contains the 
compressor blade rows. Downstream of the compressor there is an 
annular diffuser, and a cylindrical sliding throttle at the outlet is 
used to control the through flow. 

The compressor is a 1.5-stage axial flow machine with three 
blade rows: inlet guide vanes (IGV), rotor, and stator. Figure 1 
shows a cross section of the compressor blading at midpassage. 
There are 38 blades in each of the stationary rows and 37 blades in 
the rotor, giving space/chord ratios at midblade height of 0.99 and 
1.02, respectively. The blades all have a constant chord of 76.2 
mm and an aspect ratio of 3.0. The blade sections were designed 
for free vortex flow with 50 percent reaction at midblade height at 
a flow coefficient (4> = VJUmh) of 0.76. The design values of inlet 
and outlet blade angles from axial at midblade height are, respec
tively: IGV 0.0 deg, 27.8 deg; rotor and stator 45.0 deg, 14.0 deg. 
However, for these tests the rotor was re-staggered by 2.0 deg to 
give blade angles of 43.0 deg and 12.0 deg with a resultant 
increase in stalling flow coefficient. 

Instrument slots in the outer casing of the compressor allow 
radial and axial traversing of measuring probes at a fixed circum
ferential position. The IGV and stator rows are each mounted on 
rotatable supporting rings to permit circumferential traversing of 

IGV ROTOR STATOR 

lr^v;;L.... P'" : ;-;:>i^;p ; : :""^^ 

^ - • • • 1 

'-•- ^ 
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I 
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Inflow measurement plane All dimensions in mm 

Fig. 1 Cross section of compressor blading at midblade height, show
ing typical instantaneous wake dispersion. S = suction side; P = pres
sure side. Arrows Indicate relative flow in wakes, a = circumferential 
offset of stator leading edge from the center of the IGV wake street. 

these blades relative to a stationary probe or clocking of one row 
relative to the other. 

Further details of the research compressor can be found in 
Oliver (1961), Walker (1972), and Solomon (1996). 

Range of Investigation. All measurements were conducted at 
midspan, where radial flows are small. Data were obtained for flow 
coefficients (cj> = VJUmb) of 0.600, 0.675, and 0.840. These 
correspond, respectively, to stator midspan incidence values of 4.1, 
1.2, and -6.1 deg, and will be referred to as high, medium, and 
low loading cases. The medium loading case is close to the Howell 
(1945) nominal incidence value of 0.6 deg. 

The corresponding surface velocity distributions obtained from 
midspan surface pressure tappings are shown in Fig. 2. For the 
high and medium loading cases, the peak suction surface velocity 
occurs closer than 5 percent chord from the leading edge, with a 
roughly linear deceleration over the whole surface. At low loading 
the suction surface distribution exhibits a plateau, which peaks 
much farther rearward near 30 percent chord; a discontinuity in 
velocity gradient around 70 percent chord clearly indicates the 
development of a laminar separation bubble. This range of behav
ior encompasses the design conditions for modern high-pressure 

Nomenclature 

= circumferential offset of stator 
blade leading edge from center of 
IGV wake avenue 

= blade chord 
= amplification ratio 
= blade incidence 
= surface distance 
= slsmm = dimensionless surface 

distance from leading edge 
= time 
= tIT dimensionless time 

u = streamwise velocity 
w 

w, 
x 
E 

E0 

H 
Re! 

Rercf 

= circumferential distance 
= relative inlet velocity 
= distance along chord line 
= anemometer output voltage 
= anemometer voltage at zero flow 
= 8*16 = shape factor 
= Widv = chord Reynolds number 
= Umbc/v = reference Reynolds 

number 

Re8 = dUlv = momentum thickness 
Reynolds number 

= blade pitch 
rotor blade passing period 
random disturbance level (turbu
lence) 
total disturbance level 

Tu = periodic disturbance level (un
steadiness) 

U = local free-stream velocity 
Umb = rotor midspan velocity 

mean axial velocity 
flow angle from axial 
turbulent intermittency 
displacement thickness 
momentum thickness 

= relaxing nonturbulent flow proba
bility 

= (62/v)(dU/dx) = Pohlhausen 
pressure gradient parameter 

= kinematic viscosity 

S 
T 

Tu 

TuD 

V„ 

e = 

T = quasi-wall shear stress 
T„ = wall shear stress 
4> = VJUmb = flow coefficient 

Superscripts, Subscripts, etc. 

( ) = ensemble (phase-lock) average 
value 

= time-mean value 
' = instantaneous fluctuation from 

time-mean 
" = instantaneous fluctuation from 

ensemble mean 
crit = critical 
in = inlet 

reat = re-attachment 
s — pitchwise average 

sep = separation 
trans = transition 
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Fig. 2 Variation of stator blade surface velocity distribution with loading 
at midblade height; Rer8( = 120,000 

compressor airfoils, which typically exhibit a well-rounded suction 
peak around 20 percent chord. (See the baseline compressor case 
2B reported by Halstead et al., 1997.) 

The suction surface velocity distribution for the high loading 
case of the present investigation is quite similar to that for the 
near-stall case of Halstead et al. (1997). Hence, the present study 
should also give a useful indication of the importance of unsteady 
flow effects for modern compressor blade sections operating at 
off-design conditions. 

The stator pressure surface velocity distributions all show a 
deceleration over the forward part of the blade, followed by an 
acceleration toward the trailing edge. The deceleration is very mild 
for the high loading case, but progressively strengthens as inci
dence is decreased. For the low loading case, the velocity gradient 
becomes severe enough to cause a leading edge laminar separation 
bubble. 

A constant reference Reynolds number of Reref = 120,000 was 
used for all tests. This gives stator inlet Reynolds numbers of Re, 
= 110,000, 117,000 and 130,000 for the high, medium, and low 
loading cases. These values are low compared with those typical of 
aircraft gas turbine engine operation, as reported by Hourmouzia-
dis (1989) and Mayle (1991); they are also generally lower than 
those in the experimental studies of Halstead et al. (1997). The test 
compressor was nevertheless operating above the critical Reynolds 
number range where laminar separation starts to cause a significant 
increase in blade losses (see Walker, 1975). As discussed by 
Solomon (1996) the critical Reynolds number for the test machine 
is lower than that for modern compressors because of the generally 
milder pressure gradients on the suction surface of C4 blading. 
Surface hot-film observations on the stator blading reported by 
Solomon and Walker (1995a, b) show essentially similar behavior 
to that in the higher Reynolds number multistage compressor 
experiments of Halstead et al. (1997). 

The influence of IGV clocking on the stator boundary layer 
transition behavior was investigated for alS = 0.00 and 0.50. The 
coordinate a is the circumferential distance of the stator leading 
edge from the center of the avenue of dispersed IGV wake seg
ments, as shown in Fig. 1. These two clocking positions corre
spond approximately to the cases of minimum and maximum rotor 
wake periodicity experienced by the stator blade element at mid-
blade height (as indicated by measurements of the temporal vari
ation of ensemble-averaged stator wake momentum thickness re
ported by Walker et al., 1997a). 

Operating conditions for the stator at midblade height are sum
marized in Table 1. 

Measurement Techniques. The compressor and measure
ment systems were controlled by two IBM-compatible 486 per-
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sonal computers. One computer was used to control the compres
sor and acquire data from slow response instrumentation. The 
other was used for high-speed data acquisition from the hot-wire 
and hot-film anemometers. Operating speeds at Reref = 120,000 
were typically 500 rpm, and the compressor speed was continu
ously adjusted with a speed setting accuracy of ±0.1 rpm to 
maintain constant Reynolds number. The throttle setting was left 
unchanged for an individual flow traverse, after setting the desired 
flow coefficient prior to the start of measurement. 

Hot-wire measurements with a Dantec 55P03 probe and TSI 
IFA-100 anemometer were obtained at 55.7%c axial distance 
upstream of the stator to provide information on the inflow distur
bance field. Slow response pressure measurements with a United 
Sensor CA-120 three-hole cobra probe at the same nominal posi
tion provided data for in-situ anemometer calibrations and pitch-
averaged flow angles. 

Surface velocity distributions were obtained from static pressure 
measurements on two adjacent stator blades fitted with pressure 
tappings opening into the same blade passage. Total pressure 
values were obtained from a Kiel probe 50%c upstream of the 
stator leading edge. The overall uncertainty of time-averaged pres
sure data was 0.15 percent. 

One of the pressure-tapped stator blades was replaced by a blade 
instrumented with an array of 61 hot-film sensors at midblade 
height. The metal sensors, spaced at 2.54 mm intervals, were 
plated onto a kapton sheet wrapped around the whole blade sur
face. Data were acquired simultaneously from sets of five film 
gages using TSI IFA-100 anemometers. 

For both hot-wire and hot-film observations, the anemometer 
output was backed with a DC offset voltage, amplified, and low-
pass filtered at 20 kHz before sampling at 50 kHz and data storage. 
The signal conditioner amplification and DC offset were set auto
matically for each spatial measurement point to optimize signal-
to-noise ratio. The frequency response of the hot-wire and hot-film 
measurements were better than 70 kHz and 30 kHz, respectively. 
The rotor blade passing frequency for these tests was typically 300 
Hz. 

Ensemble-averaged values of measured quantities were ob
tained from 512 records, with sampling triggered at the same point 
on each rotor revolution by an optical encoder mounted on the 
motor end of the drive shaft so that the wakes of the same rotor 
blades were observed in each record. Each record consisted of 
1024 samples covering about six rotor blade passing periods for a 
set of wakes previously found by Solomon (1996) to exhibit good 
periodicity. Circumferential traverses upstream of the stator used 
32 points per blade spacing, with a greater concentration of points 
in the IGV wake regions. Time-mean flow data were determined 
from separate sets of flow observations with continuous sampling 
at random phase relative to the rotor motion and an averaging time 
of about 30 seconds. 

Hot-film data were processed to give quasi-shear stress, defined 
by 

(E2-Eiy r=hH (1) 
which is proportional to the actual wall shear stress TW. This 
technique was originally developed by Hodson et al. (1994) and 
has also been used by Halstead et al. (1997). Further detail on the 
hot-film data processing can be found in Solomon and Walker 

Table 1 Stator operating conditions at midblade height 

Loading 4> 
(Va/Umb) 

i 

(°) 

Rei Tus 

(%) 
TuDa 

(%) 
High 

Medium 
Low 

0.600 
0.675 
0.840 

4.1 
1.2 

-6.1 

110000 
117000 
130000 

3.15 
2.27 
2.03 

5.39 
3.75 
3.07 
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(1995a, b) and Solomon (1996). The latter references provide 
typical individual gage records, as well as time-mean and envelope 
curves of quasi-shear stress for some of the test cases reported 
here. 

Disturbance and Turbulence Level Analysis. The reduction 
of turbulence and unsteadiness data from the hot-wire measure
ments follows the procedure of Evans (1975) with some changes in 
notation. The instantaneous velocity may be expressed as 

u = u + u' = (u) + u" (2) 

where « is the long-term time-mean of a continuous record, and 
{u)(ti) is the ensemble average of iV samples at time t-, relative to 
the rotor phase reference, defined by 

1 N 

*=1 

The ensemble-averaged velocity only exhibits blade-to-blade pe
riodicity in the test machine, owing to the equal blade counts in the 
IGV and stator rows. 

The periodic disturbance level or "unsteadiness" is defined by 

tu = ««> - u),JU (4) 

Values of tu must be evaluated from averages over an integral 
number of blade-passing periods. 

The random disturbance level or "turbulence" associated with 
fluctuations about the ensemble-averaged value is given by 

Tu = u'UU (5) 

and the total disturbance level associated with fluctuations about 
the long-term mean is given by 

TuD = u'rJU (6) 

Assuming ((u)(t) — u) and u" to be statistically independent, the 
three disturbance levels are related by 

Tul=Tu2+Tu2 (7) 

Observations and Discussion 

Stator Inlet Flow Field. Figure 3 shows the stator inflow 
velocity field, as observed from circumferential hot-wire traverses 
at 55.7%c axial distance upstream of the stator leading edge. These 
data were acquired by moving the IGV and stator rows together at 
a fixed circumferential offset. The upstream influence of the stator 
pressure field is negligible at this axial station. The data were 
obtained over one IGV pitch only, but have been plotted over two 
blade pitches by assuming pitchwise periodicity. Ensemble-
averaged velocity (nondimensionalized by pitchwise-averaged 
time-mean velocity) is indicated by shading. The line contours 
indicate ensemble-averaged values of random velocity fluctuations 
about the ensemble mean (or "turbulence"), (Tu) (percent). 

Each subfigure represents the instantaneous spatial distribution 
that would be observed on a cylindrical surface if the flow distur
bances were convected unaltered downstream of the measuring 
station with zero whirl. The variable w/S on the axis represents 
dimensionless circumferential position relative to an arbitrary 
fixed origin, which is the same for all subfigures. Dimensionless 
time t* on the abscissa has been plotted in the reverse direction so 
that the earliest observed points appear at the right, corresponding 
to the farthest downstream convection. The data for each subfigure 
have been time-shifted to make the rotor-IGV relative circumfer
ential position constant for each probe relative position w/S. This 
is necessary because the IGV row was clocked relative to the 
trigger point, which was fixed relative to the machine and the 
probe. 

The rotor wakes can be identified as the parallel bands of high 

turbulence running diagonally from bottom left to top right as in 
Fig. 1. The avenue of dispersed IGV wake segments runs horizon
tally from left to right. This differs from the picture of instanta
neous wake dispersion in Fig. 1 because whirl velocity has been 
ignored. The suction and pressure surface sides of both IGV and 
rotor wakes (indicated by symbols S and P) are at the top and 
bottom of the wake regions, respectively. 

The rotation of the IGV wake segments relative to the local flow 
direction (constant w/S in this figure due to neglecting the whirl 
velocity) increases with rotor blade loading and thus broadens the 
IGV wake street. The peak ensemble-averaged turbulence level 
(Tu) in the IGV wakes is about 3 percent and rather insensitive to 
loading, while the minimum level in the free stream (correspond
ing to inflow regions uncontaminated by wakes) is about 0.5 
percent. The time-mean turbulence level Tu (plotted at left) is 
dominated by random disturbances from the IGV wakes. The 
background level of time-mean turbulence also increases with 
loading. 

Interactions with adjacent IGV wake segments produce periodic 
variations in the rotor wake thickness. The resulting restriction of 
relative flow produces local accumulations of low-energy rotor 
wake fluid on the suction side of the IGV wake street. The 
development of this phenomenon downstream of the rotor trailing 
edge is discussed in detail by Lockhart and Walker (1974) and 
Walker et al. (1997). Fluctuating rotor lift and vortex shedding 
from the rotor may contribute to this effect, which produces 
regular circumferential variations in time-mean velocity. 

The time-mean velocity distribution exhibits two periodic min
ima. One is associated with the accumulation of rotor wake fluid 
against the suction side of the IGV wake street. The other arises 
from the velocity defect within the IGV wake itself. The magni
tude of the former variation increases with loading, and exceeds 10 
percent of the pitchwise-averaged velocity for the high loading 
case. 

The time-mean total disturbance level Tu„ is dominated by the 
periodic disturbance component, except in the IGV wake region at 
low loading. The maximum periodicity occurs in the regions of 
accumulated low-energy rotor wake fluid. Walker et al. (1997) 
provide more detailed information on the variation of the total, 
random, and periodic disturbance components downstream of the 
rotor for the medium loading case. 

Stator Surface Hot-Film Observations 

(a) Ensemble-Averaged rms Quasi-Shear Stress. Time-
distance contour plots of ensemble-averaged rms quasi-shear stress 
observations from the stator surface hot-film array at midblade 
height are presented in Fig. 4. Following the recommendations of 
Solomon and Walker (1995a), the values of (i-rms) have been 
normalized by the local time-mean quasi-shear stress T. The rms 
quasi-shear stress tends to identify the center of transition regions, 
as it reaches a maximum where the most frequent switching 
between laminar and turbulent flow (with correspondingly low and 
high wall shear stress) is occurring. The t* ~ s* plot of (Trms) 
contours is overlaid with trajectories of particles traveling at 1 .0£7, 
0.88(7, 0.7017, 0.50(7, and0.35(7 to assist in interpretation of the 
wake-induced transition phenomena. These trajectories originate at 
the stator leading edge (.?* = 0) at the instant t* corresponding to 
the rotor wake passage. 

Gages adjacent to the stator leading edge show marked fluctu
ations on each surface, except on the suction surface in the low 
loading case where the incidence is large and negative. These 
fluctuations could arise partly from local turbulent breakdown, but 
are thought to be caused mainly by leading edge potential flow 
interactions. The leading edge peaks in (T„„S) are generally lower 
for the clocking case a/S = 0.00, where the stator is immersed in 
the IGV wake street and therefore subjected to a lower level of 
periodic disturbance associated with the rotor wake passage. 

The high and medium loading cases show strong rotor wake 
induced periodicity, with wedge-shaped regions of high (Trms) 
extending close to the leading edge on both suction and pressure 
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Fig. 3 Inflow velocity field from hot-wire measurements 55.7%c axial distance upstream of stator leading 
edge at midblade height (showing IGV wake dispersion and interaction with rotor wakes). Line contours 
indicate ensemble-averaged turbulence level (Tu) (percent). Gray shading Indicates dimensionless ensemble-
averaged velocity (u)lu,. 

surfaces. These are interspersed with regions of lower ( T „ ) where 
transition is delayed. The latter effect is most marked for alS = 
0.50, where the IGV wake street lies in the middle of the stator 
passage and the stator blades are subjected to a higher level of 
periodic disturbance from the rotor wakes. The level of dimen
sionless (T,,,,;,) in the wake-induced transition path initially falls 
away from the leading edge, but subsequently rises as sustained 
transition commences. 

The behavior at low loading is noticeably different due to 
transition occurring through laminar separation bubbles on both 
surfaces. The periodicity and extent of suction surface transition is 
significantly reduced for both clocking cases. Here transition oc
curs through a midchord bubble, with re-attachment around s* = 
0.75 where the wall shear stress fluctuations peak. It should be 
noted that the normalizing process accentuates the values of di
mensionless shear stress fluctuations in regions of low wall shear 
prior to turbulent re-attachment. Pressure surface transition occurs 
through a leading edge bubble with re-attachment around s* = 
— 0.10. There is evidently a much greater susceptibility to changes 
in the free-stream disturbance field when transition occurs close to 
the leading edge. 

A region of high dimensionless ( T „ ) is observed close to the 
trailing edge on the stator suction surface in all cases. This is due 
to incipient turbulent separation reducing the value of the normal
izing quantity T, rather than a true increase in wall shear stress 
fluctuations. 

(b) Ensemble-Averaged Intermittency and Relaxing Flow 
Probability. Ensemble-averaged values of turbulent intermit
tency (7) obtained from the surface hot-film measurements are 
indicated by shading on (* ~ s* plots in Fig. 5. The grading is 
from white for laminar flow ((7) = 0) to black for fully turbulent 
flow ((7) = 1). Values of 7 were determined by a hybrid proba
bility distribution function and peak-valley counting method de
scribed by Solomon and Walker (1995b) and Solomon (1996). 

Figure 5 also shows line contours of constant ensemble-
averaged relaxing nonturbulent flow probability (K). The latter 
type of flow was identified by drldt remaining negative immedi
ately following the passage of a turbulent spot (i.e., switching of 
intermittency from 1 to 0). It is characterized by a higher wall 
shear stress, with a resulting increase in stability and resistance to 
separation compared to a steady laminar boundary layer subjected 
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Fig. 4(a) IGV wake street on stator (alS = 0.00) 

Fig. 4 Ensemble-averaged rms quasi-shear stress (normalized 

to the same stream wise pressure gradient. Higher values of (K) 
indicate a greater degree of such "calming" effects, and a more 
regular appearance of the preceding turbulent spots, which are a 
necessary prerequisite for this type of flow. The results shown in 
Fig. 5 have been processed without manual intervention, apart 
from setting of universal window time and threshold parameters. 

Superimposed on Fig. 5 are curves showing the periodic varia
tion in random free-stream disturbance level (Tu) obtained from 
the inflow measurements 55.7%c upstream of the stator leading 
edge. The peak value of (Tu) is always observed within passing 
rotor wake regions. Direct comparisons of free-stream turbulence 
variations for the two clocking cases are presented in Fig. 4, Part 
II of this paper. 

There is some identification of turbulence close to the leading 
edge that mirrors the high levels of ( T J seen in Fig. 4. This may 
be partly due to genuine incipient turbulent spots that subsequently 
decay, or to spurious turbulence identification associated with 
leading edge potential flow fluctuations produced by passing free-
stream disturbances. In any case, this "turbulence" rapidly decays 
away from the leading edge. There is an associated region of 
calmed flow ((K) > 0) near the leading edge on the pressure 
surface, possibly also spurious, which is antisymmetric with the 
turbulent flow patch identified on the suction surface. The strength 
of these leading edge effects increases with loading. 

It should be recognized that the values of intermittency obtained 
from surface hot-film observations will underestimate the peak 
value of intermittency obtained in a decelerating boundary layer. 
This explains the anomalous fall in (y) close to the trailing edge on 
the suction surface, where the turbulent or transitional boundary 
layer is approaching separation. The anomalous increase in (K) in 

Pressure Surface - s* - Suction Surface 

Fig. 4(b) IGV wake street in passage (a/S = 0.50); particle trajectories 
for 1.0U, 0.881/, 0.7U, 0.51/, 0.35U overlaid 

by T); surface hot-film observations on stator at midblade height 

this region is probably due to incipient separation events being 
misidentified as relaxing flow. Apart from these local leading and 
trailing edge effects, Fig. 5 is considered to give a fairly reliable 
indication of the transitional flow behavior on the stator blade 
surface. The contours of (y) certainly give a much clearer indica
tion of transitional flow behavior than those of (rrms). The wake-
induced turbulent strips appear as dark tongues followed by re
gions of strong calming with high values of relaxing flow 
probability (K). 

The contours of (K) give the best indication of transitional flow 
periodicity. This is significantly greater for the clocking case 
a/S = 0.50 shown in Fig. 5(b), which corresponds to the IGV 
wakes passing through the stator passage and relatively pure rotor 
wakes impinging on the stator leading edge. In this case, peak 
values of (K) exceeding 0.8 are observed on the suction surface at 
high and medium loading, and on the pressure surface at low 
loading. This indicates that a wake-induced turbulent strip is 
occurring in over 80 percent of rotor wake passing events. Peak 
values of (K) on the pressure surface only reach about 0.4 on the 
pressure surface at medium and high loading, and there is little 
variation in the transition behavior for these two cases. The lowest 
periodicity occurs on the suction surface for the low loading case, 
where the blade is operating at large negative incidence and 
transition occurs through a midchord separation bubble with tur
bulent re-attachment around s* = 0.75. Here the contours of (y) 
are nearly straight. 

The transitional flow periodicity is markedly reduced for the 
clocking case a/S = 0.00 shown in Fig. 5(a), which corresponds 
to the IGV wake street being incident on the stator. On the suction 
surface at high and medium loading the peak value of (K) is now 
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Pressure Surface - s* - Suction Surface 

Fig. 5(a) IGV wake street on stator {alS = 0.00) 

• 1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00 
Pressure Surface - s* - Suction Surface 

Fig. 5(b) IGV wake street in passage (alS = 0.50); temporal variation of 
ensemble-averaged turbulence level (Tu) (percent) on stator stagnation 
streamline at inflow plane also shown 

Fig. 5 Ensemble-averaged intermittency (shading) and probability of relaxing flow (line contours) 

only 0.4, and the chordwise extent of transitional flow is much 
smaller. On the pressure surface at low loading, the flow period
icity has almost disappeared. However, for the cases showing 
weaker periodicity with alS = 0.50 (namely the pressure surface 
at high and medium loading, and the suction surface at low 
loading) the transitional flow behavior is quite similar to that for 
alS = 0.00. 

Transition in the wake-induced path apparently commences at 
the leading edge on both suction and pressure surfaces in the high 
and medium loading cases. However, the values of intermittency 
initially decay or remain at a low level until some critical situation 
is reached and sustained transition can occur. The values of (y) 
then increase monotonically until transition is complete (ignoring 
the spurious reductions near the trailing edge described above). As 
expected, there is a general trend for the transition onset to move 
forward on the suction surface and rearward on the pressure 
surface as loading is increased. 

This behavior is most clearly seen on the pressure surface at 
high and medium loading, where a streak of low-level intermit
tency in the rotor wake path extends to the leading edge, but 
sustained transition does not commence until about s* = —0.4. 
Another factor here could be the impingement of the rotor wake jet 
on the stator pressure surface, which will directly impress turbulent 
rotor wake fluctuations on the boundary layer fluid. This provides 
further potential for the inception of unsustainable turbulent spots, 
or the misidentification of these free-stream fluctuations as bound
ary layer turbulence. This situation should not occur on the suction 
surface, where the wake jet is convecting rotor wake fluid away 
from the stator. 

(c) Long-Term Mean Intermittency and Relaxing Flow Prob
ability. Plots of time-mean intermittency y and relaxing flow 
probability K give a simplified picture of the variation in transi
tional flow behavior due to IGV clocking and the associated 
changes in calming effects arising from altered free-stream peri
odicity. 

Curves of y shown in Fig. 6 exhibit local peaks in apparent 
intermittency at the leading edge for both the high and medium 
loading cases. These decay rapidly until a sustained increase in y 
occurs farther along the blade surface. The level of y prior to this 
increase is significantly higher on the pressure surface, possibly 
due to boundary layer perturbation by rotor wake jet impingement. 
Transition is completed more rapidly on the suction surface at high 
and medium loading and the pressure surface at low loading for the 
lower periodicity clocking case a/S = 0.00. On the opposite 
surface of the stator in these respective cases, altering the free-
stream periodicity by IGV clocking produces little change in the 
distribution of 7. 

Figure 7 indicates that the significant variations in y seen in Fig. 
6 are accompanied by marked changes of the relaxing flow prob
ability K. The stronger free-stream periodicity for a/S = 0.50 
produces corresponding increases in the transitional flow length 
and the magnitude of calming (as indicated by higher peak values 
of i<). At high and medium loading, relaxing flow events (or 
calming) are observed over 70-80 percent of the suction surface, 
and the distributions of k indicate that transition is not quite 
complete at the trailing edge. For the cases in which IGV clocking 
produces a negligible change in the intermittency distribution there 
is a similarly small variation in the relaxing flow probability. 
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Fig. 6 Long-term mean intermittency; variation with stator loading and 
IGV clocking 

(d) Extent of Transitional Flow. The extent of transitional 
flow on the stator is presented on an ensemble-averaged basis in 
Fig. 8. The periodic variations in transitional flow are indicated by 
shading on the t* ~ s* diagram between limits of (7) = 0.10 for 
transition onset and (y) = 0.90 for transition completion. These 
limiting values were chosen to minimize spurious effects of tur
bulence misidentiflcation, which occur at very low and very high 
intermittency. The full extent of transitional flow will be a little 
greater than that indicated. 

A slight difference in arrival times of the wake-induced transi
tional strips is evident for the two IGV clocking positions. This 
differential increases with loading, and may be due to circumfer
ential variations in mean velocity altering the rotor wake convec
tion speed. This effect would be smaller for the reduced axial row 
spacings typical of practical machines. 

Periodic fluctuations in the onset of transition are much weaker 
for the clocking case alS = 0.00, where the IGV wake street 
impinges on the stator and the free-stream periodicity is lowest. 
This is seen most clearly on the suction surface at high and 
medium loading. For alS = 0.50, transition onset occurs much 
later in the regions between successive rotor wake passages. It will 
be seen from the theoretical predictions in Part II of this paper that 
the earlier onset of alS = 0.00 is largely due to the higher level 
of free-stream turbulence (Tu) when the IGV wake impinges on 
the stator. The calming effects of preceding wake-induced transi
tional strips appear to have had only a slight influence on the 
interwake transition onset for alS = 0.50. 

There are two main reasons for this behavior. First, the wake-
induced transitional strips do not occur on every rotor wake 
passage; hence there will always be some transition events where 
calming is nonexistent. Second, the region in which calming is 
significant spreads only gradually from the vertex of the wake-
induced transitional strips, with a limiting convection speed of 
around 0.3 U at its trailing edge. 

Increased free-stream periodicity generally produces both a later 
transition onset and a lengthening of the transition region between 
successive rotor wake passages. The interwake transitional region 
extends to the rear of the suction surface at high and medium 
loading, and will apparently be terminated only by turbulent con
tamination from adjacent wake-induced turbulent strips. The 
lengthening of the transition region will be influenced by calming 
from the wake-induced transitional strips and also by the effects of 
fluctuating blade surface pressure distributions on boundary layer 
stability. Calculations with the unsteady hybrid Navier-Stokes/ 
Euler code UNSFLO (Giles and Haimes, 1993) suggest that the 
latter effect may be most marked on the pressure surface at 
medium and high loading, where unsteadiness may cause the 
pressure gradient to fluctuate between positive and negative. 

The most dramatic effect of increased periodicity is observed on 
the pressure surface for the low loading case. Here transition 
occurs through a leading edge separation bubble, which is little 
affected by free-stream unsteadiness for the case of IGV wake 
impingement on the stator, alS = 0.00; but the impingement of 
stronger rotor wake disturbances for alS = 0.50 produces a 
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Fig. 7 Long-term mean probability of relaxing flow; variation with stator 
loading and IGV clocking 

Journal of Turbomachinery JULY 1999, Vol. 121 / 405 

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 8 Extent of transitional flow on stator, showing influence of stator 
loading and IGV clocking (transition onset: (y) = 0.10; transition end: (y) 
= 0.90) 

marked change in the transitional flow distribution. Transition 
onset occurs at the leading edge in a thin strip along the rotor wake 
path for a/S = 0.50. This is immediately followed (in time) by a 
region of strong calming ((K)max = 0.8) along which the transition 
region is greatly extended. After this calming region there appears 
to be a marked leading edge separation, with reattachment around 
25 percent chord characterized by a very short transition and 
associated region of very high wall shear stress fluctuations 
(shown in Fig. 4(b)). 

The theoretical transition onset predictions in Part II of this 
paper match the low loading pressure surface observations very 
well, suggesting that this behavior is due to changes in the periodic 
variation of free-stream turbulence level (Tu). A similar sensitiv
ity to clocking effects is not observed on the suction surface at low 
loading, where transition occurs through a midchord separation 
bubble. 

Concluding Remarks 
The periodicity of transition on the outlet stator of a 1.5-stage 

axial compressor was strongly influenced by both blade loading 
and clocking of the upstream IGV row. The magnitude of these 
effects tended to increase with incidence, and were strongest when 
transition occurred through a leading edge separation bubble. Little 
change occurred when transition occurred though a midchord 
separation bubble. Marked variations in transitional flow period
icity were never observed on both suction and pressure surfaces at 
once, in all the cases examined. The surface hot-film observations 
showed significant fluctuations from leading edge potential flow 
interactions with rotor wake disturbances; they also indicated 
perturbed laminar boundary layer behavior on the pressure surface 
in regions of rotor wake jet impingement. The existence of signif
icant potential flow (pressure field) interaction at the stator leading 
edge is confirmed by hot-wire observations outside the boundary 
layer and UNSFLO calculations not reported here. 

The measurements reported here relate to a single blade element 
at midspan. Skewing of the IGV wake street relative to the radial 
direction as it convects downstream will cause stator blade ele
ments at different radial positions to experience unsteady flow 
behavior ranging between the two limiting cases of maximum and 
minimum periodicity. The blades of an embedded rotor row in a 
multistage machine will experience similar flow variations. 

It is important for designers to appreciate the resulting range of 
unsteady conditions under which axial turbomachine blade ele
ments have to operate. It appears from observations of the stator 
suction surface behavior at low loading that flow acceleration at 
the leading edge will reduce transitional flow periodicity at design 
conditions. Thus more modern blade sections with peak suction 
further rearward could show a reduced transitional flow periodic
ity. On the other hand, the lower axial spacings in practical 
turbomachines would tend to increase the magnitude of periodic 
free-stream disturbances and associated periodic transition 
phenomena. 

In Part II of this paper, the experimental data will be used to 
validate various schemes of transition prediction using quasi-
steady models. The comparisons between prediction and experi
ment will give further insights into the transition behavior ob
served here, and the physical nature of transition processes on the 
compressor blade. 
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Periodic Transition on an Axial 
Compressor Stator: Incidence 
and Clocking Effects: Part II— 
Transition Onset Predictions 
Transition onset observations from a 1.5-stage axial compressor outlet stator presented in 
Part I of this paper are compared with the predictions of conventional transition 
correlations applied in a quasi-steady manner. The viscous/inviscid interaction code 
MISES is used to predict the blade surface pressure distributions and boundary layer 
development. The temporal variation in transition onset is then predicted using ensemble-
averaged free-stream turbulence data from the compressor measurements. This simple 
procedure captures most significant features of the complex transition process on the 
compressor, and is clearly superior to fixed transition models based on long-term average 
free-stream turbulence levels. Parallel computations for both natural and bypass transi
tion modes indicate that the natural transition mode tends to dominate on the compressor. 
This is at variance with turbine airfoil experience, where bypass transition is clearly more 
important. Comparison of prediction and experiment highlights the significance of leading 
edge potential flow interactions in promoting periodic wake-induced transition. Viscous/ 
inviscid interactions in the neighborhood of transition can also have an important 
influence on boundary layer stability and separation phenomena. 

Introduction 

Measurements of the turbulence levels experienced by gas tur
bine engine blading are difficult to make and are not widely 
available. It is generally accepted that turbulence levels are high 
enough that the dominant mode of transition for attached boundary 
layers is bypass transition (Mayle, 1991). Methods for predicting 
the onset of bypass transition based on the correlations of Abu-
Ghannam and Shaw (1980) or Mayle (1991) are widely used for 
turbomachinery design. These empirical correlations are based on 
steady flow data. Mayle and Schulz (1997) and Johnson and Ercan 
(1996) present alternative methods for predicting bypass transition, 
which calculate the effect free-stream turbulence has on the pre-
transitional laminar boundary layer. Johnson and Ercan (1996) 
found that low-frequency disturbances were most likely to cause 
bypass transition while Mayle and Schulz (1997) suggest that the 
highest frequency free-stream turbulence fluctuations that are not 
damped will be first to produce fluctuations in the laminar bound
ary layer. Again, these semi-empirical models were developed for 
steady flow. 

Time-resolved measurements of the transition process in the 
presence of wake passing, such as those presented in Part I of this 
paper, or by Halstead et al. (1997), reveal a complex variation of 
the transition onset location through a blade passing period. This 
paper explores the possibility of using the existing empirical 
steady flow transition methods to predict the unsteady transition 
onset location. 

The fluctuations in boundary layer thickness associated with 
transition onset unsteadiness can be extremely large. Halstead et 
al. (1997) observed a twofold variation in momentum thickness 
over a rotor wake passing period at 90 percent suction surface 
length for their third-stage high-pressure compressor stator base
line case (2B). For the compressor stator of the present investiga-
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tion, Walker et al. (1998) reported near-wake momentum thickness 
varying by a factor of about 4 in the peak unsteadiness configu
ration. Such large perturbations in boundary layer thickness may 
have important implications for stall inception. Cherret's (1996) 
study of rotor-stator interaction in a single-stage transonic fan 
concluded that "at midspan the rotor wakes augmented an incipient 
stator suction surface separation, causing a transient (larger) sep
aration and reattachment." 

Schulte and Hodson (1998) have demonstrated an unsteady 
model of the transition process that closely matches experimental 
measurements of unsteady boundary layer parameters through the 
transition zone. This model gives important insight into the wake-
induced transition process and the nature of the becalmed flow 
following a turbulent spot, but it still requires that the transition 
onset location be specified. The simple quasi-steady approach 
presented in the current paper addresses this deficiency and has the 
advantage that it can be applied using existing steady flow models. 
It is purely concerned with describing the transition onset behavior 
and does not attempt to model the subsequent transitional flow. 

A quasi-steady approach to predicting the onset of wake-
induced transition on a turbine cascade was presented by Addison 
and Hodson (1990). They found that the periodic unsteadiness due 
to the wake velocity defect is of secondary importance in trigger
ing wake induced transition compared with the elevated free-
stream turbulence in the passing wakes. In the model proposed by 
Addison and Hodson (1990), allowance was made for the decay of 
wake turbulence intensity and spreading of wakes as they are 
converted through the turbine blade passage. The current work 
achieved reasonable results without considering these effects, pos
sibly due to the differing natures of turbine and compressor blade 
potential flow-fields and wake-jet directions. 

The vehicle used in the current paper to test the steady flow 
transition models is the MISES code of Youngren and Drela 
(1991). This is a steady flow code that does not model the full 
unsteady wake-induced transition process. Instead, the ensemble 
average inlet flow turbulence measured over a wake passing period 
has been discretized and the flow at each instant calculated using 
the instantaneous inlet turbulence level as if the flow was steady. 
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In this way, a "quasi-steady" simulation of the unsteady boundary 
layer transition process is constructed. When the results are plot
ted, allowance is made for the time taken for the turbulence to 
propagate from the inlet to the transition point. 

A quasi-steady approach would fail if the frequency of the 
variation in inlet conditions (blade passing) was comparable with 
the propagation time of disturbances into the boundary layer. 
Addison and Hodson (1990) have demonstrated that, for typical 
turbomachinery applications, diffusion across the boundary layer 
is sufficiently faster than the wake passing period for the quasi-
steady assumption to be applicable. The quasi-steady approach 
must also fail to predict unsteady potential flow effects such as 
blade-row interaction. The compressor used in the current inves
tigation has axial gaps several times larger than would be used in 
an engine, making blade row potential-flow interactions effectively 
negligible. However, the localized potential-flow interactions as
sociated with the passage of rotor wakes over the stator leading 
edge were still significant. 

A simple quasi-steady application of existing transition onset 
models has been found to give surprisingly good agreement with 
the experimental transition measurements of Part I of this paper. 
The inherent inability of the current model to predict the unsteady 
boundary layer behavior and calming effects downstream of tran
sition onset would limit the accuracy of loss estimates that could 
be obtained by integrating the results over a blade passing period, 
especially in cases with periodic separation, which is known to be 
influenced by calming. Nevertheless, this simple model allows a 
designer to estimate the importance of unsteady transition, given a 
reasonable estimate of the range of inlet turbulence levels during a 
wake-passing period. If considered significant, a full unsteady 
analysis of the transitional flow can be carried out by the method 
of Schulte and Hodson (1998) using the transition onset behavior 
specified by the present procedure. 

Description of the MISES Code 
The MISES code of Youngren and Drela (1991) is a steady-flow 

blade-to-blade method, which uses a global Newton-Raphson 
scheme to solve simultaneously the viscous boundary layer equa
tions and the inviscid flow field. The simultaneous viscous/inviscid 
coupling yields a robust method for strongly interacting flows with 
boundary layer separation bubbles and is fast enough for a de
signer to run interactively. 

The viscous flow is solved using an integral boundary layer 
method. A two-equation model is used for the laminar boundary 

layer. A third equation is solved to calculate the amplification of 
instabilities in the laminar boundary layer. Downstream of the 
transition point, this third equation is replaced by a lag equation in 
a three-equation turbulent boundary layer formulation. At least two 
equations must be used for the laminar boundary layer method to 
allow the model to be applied in both attached and separated flow. 
A single-equation model, where the shape factor H is uniquely 
related to the local pressure gradient parameter, will fail. 

The inviscid flow is solved using a conservative form of the 
steady Euler equations on an intrinsic finite volume grid. One 
family of grid lines corresponds to the streamlines. 

Transition Models in MISES. MISES evolved from external 
aerodynamics flow solvers and inherited an e"-type transition 
correlation. This method, based on the Orr-Somerfield equation, is 
used to predict the growth of Tollmien-Schlichting (T-S) waves in 
the laminar boundary layer. Natural transition is predicted when 
the amplification ratio has reached some critical level, e"°". At the 
low turbulence levels commonly found in external aerodynamics, 
ncrii

 = 9.0 is typically used. The transition model in MISES uses a 
correlation due to Mack (1977) to adjust ncril for different raised 
turbulence levels. Further adjustment to ncrit is made to allow for 
larger turbulence levels than the original Mack correlation. The 
relationship between ncrit and turbulence Tu used in MISES is 
given by 

: = -8 .43 - 2.4 In (0.027 tanh (7V2.7)) (1) 

A bypass transition criterion based on the Abu-Ghannam and 
Shaw (1980) correlation is also included in MISES. Drela (1995) 
found that when this transition correlation is expressed in its 
original form, using pressure gradient parameter A8, the coupled 
viscous-inviscid problem becomes ill-posed. Drela re-expressed 
the correlation in terms of shape factor H to avoid this problem. 
The MISES version of the Abu-Ghannam and Shaw correlation is 
given by 

Rej t f , O = 155 + 89.0 0.25 tanh 
10 

H - 1 
5 . 5 + 1 

X(ncri t)
L25 (2) 

This expression closely matches the original Abu-Ghannam and 
Shaw correlation for Tu > 0.5 percent. At lower turbulence 
levels, Eq. (2) overpredicts Re0cril compared with the original 
formulation. 

Nomenclature 

t 
t* 
u 
w 

X 

E 
E„ 
H 

Re, 
Reref 

= circumferential offset of stator 
blade leading edge from center of 
IGV wake avenue 

= blade chord 
= amplification ratio 
= blade incidence 
= surface distance 
= s/s max = dimensionless surface 

distance from leading edge 
= time 
= tIT = dimensionless time 
= streamwise velocity 
= circumferential distance 
= relative inlet velocity 
= distance along chord line 
= anemometer output voltage 
= anemometer voltage at zero flow 
= 8*/6 = shape factor 
= wtc/v = chord Reynolds number 
= Umbclv = reference Reynolds 

number 

Ree = QUIv = momentum thickness 
Reynolds number 

= blade pitch 
rotor blade passing period 
random disturbance level (turbu
lence) 

TuD = total disturbance level 
Tu = periodic disturbance level (un

steadiness) 
= local free-stream velocity 
= rotor midspan velocity 
= mean axial velocity 
= flow angle from axial 
= turbulent intermittency 
= displacement thickness 

Q = momentum thickness 
K = relaxing nonturbulent flow proba

bility 
A„ = (d2/v)(dU/dx) = Pohlhausen 

pressure gradient parameter 
v = kinematic viscosity 

S 
T 

Tu 

U 
U mb 

v„ 
a 
y 

8* 

T = quasi-wall shear stress 
T„ = wall shear stress 
4> = VJUmb = flow coefficient 

Superscripts, Subscripts, etc. 

( ) = ensemble (phase-lock) average 
value 

~ = time-mean value 
' = instantaneous fluctuation from 

time-mean 
" = instantaneous fluctuation from 

ensemble mean 
crit = critical 
in = inlet 

reat = re-attachment 
s = pitchwise average 

sep = separation 
trans = transition 

Journal of Turbomachinery JULY 1999, Vol. 121 / 409 

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



MODIFIED A-Q/SHAW, E«N CORRELATIONS 
Critical Rtheta lorconstant-H (low 

Fig. 1 Critical R« versus shape parameter Hfor similar flows; compar
ison of e" method and Abu-Ghannam and Shaw method predictions 
(from Drela, 1995) 

In the standard version of MISES, both the e" and Abu-
Ghannam and Shaw (natural and bypass) transition models are 
active simultaneously. Transition is initiated by whichever of the 
two alternative criteria is satisfied first. Figure 1 (from Drela, 
1995) compares the behavior of the two transition models for 
similar flows. In adverse pressure gradients, where shape factor H 
is high, the e" method predicts transition significantly earlier at all 
turbulence levels. The discrepancy in Re6<:rit predictions at similar 
conditions for the two alternative transition modes brings the 
accuracy of both correlations into question. Experimental obser
vations of Walker and Gostelow (1990), who found strong T-S 
wave activity in an adverse pressure gradient boundary layer, lend 
support to possibility that the e" transition mode is important in 
this flow regime. 

The length of the transition, where intermittency varies from 0 
to 1, is unrealistically short in the MISES calculation and the 
turbulent spot growth mechanism is not modeled. A more accurate 
transition length model would require the addition of another 
equation into MISES and has not yet been attempted (Drela, 1995). 

Modifications Made to MISES. A modified version of 
MISES was compiled with the e" transition mode disabled in order 
to study the behavior of the Abu-Ghannam and Shaw model. The 
original Abu-Ghannam and Shaw correlation was constructed so 
that transition was impossible upstream of the neutral stability 
point of a laminar zero-pressure gradient boundary layer (Re„ = 
163). This criterion is physically unrealistic in adverse pressure 
gradients and in any flows with bypass transition, where turbulent 
breakdown occurs by a totally different process. As an alternative 
to the Abu-Ghannam and Shaw model, the following transition 
correlation recommended by Mayle (1991): 

Re„, = AQQTu' (3) 

has also been tested. The Mayle correlation is insensitive to the 
local pressure gradient. Mayle justifies this on the grounds that the 
effect of pressure gradient on transition onset location is weak at 
turbulence levels above 3 percent. 

The transition onset predictions using the unmodified MISES 
version (with both e" and Abu-Ghannam and Shaw modes active) 
were used in the final comparison with the unsteady experimental 
data presented in this paper. 

Experimental Test Cases 
A 1.5-stage low-speed research compressor at the University of 

Tasmania was used to obtain the experimental data for this paper. 

The experiment is fully described in Part I of this paper. An array 
of surface-mounted hot-film sensors was used to measure the 
temporal variation of the transitional intermittency on both sur
faces of the outlet stator blade at midblade height. 

Testing was performed at a constant chord based Reynolds 
number of Rec = 120,000 for three different loading levels (set by 
a cylindrical sliding throttle at the diffuser exit) and two different 
clocking positions of the Inlet Guide Vanes corresponding approx
imately to maximum and minimum rotor wake periodicity seen by 
the stator midheight blade element. 

Matching Experimental Velocity Distributions. Stator 
blade surface velocity distributions were measured at the test 
conditions using surface pressure tappings. These data are reported 
in Solomon (1996). Comparisons between the measured velocity 
distributions and MISES calculations at the three loading levels are 
plotted in Fig. 2. These results were all obtained using ncrk = 4.0 
in MISES, which is equivalent to inlet turbulence levels in the 
range 0.43 to 0.7 percent. (The inlet turbulence, calculated using a 
frozen turbulence hypothesis, varies with the local velocity at the 
transition point.) At these conditions, the flow was fully attached 
for </> = 0.60. (The slope discontinuity on the suction surface 
velocity prediction at s* = 0.50 is a result of the very short 
transition length assumed by MISES.) For c/> = 0.675 separation 
was at 5* = 0.54 and re-attachment was at s* = 0.57 on the 
suction surface. For 4> = 0.84, separation was at s* = 0.65 with 
re-attachment at s* = 0.78 on the suction surface. 

The velocity distributions shown were measured at a clocking 
location with the IGV trailing edge and stator leading edge at the 
same circumferential location. Solomon (1996) measured changes 
in the velocity distribution of ± 1.5 percent ulUmb at s* = 0.6 (the 
approximate location of the separation bubble) as the clocking was 
varied over one period at medium loading. Tests of the same blade 
section by Blight and Howard (1952) in a two-dimensional cas
cade under steady flow conditions with an inlet turbulence level of 
0.2 percent showed a greater development of separation on the 
suction surface at incidences close to the medium and low loading 
cases. 

To improve the agreement with the experimental velocity dis
tributions, the MISES inlet angle was reduced from the measured 
value by 1.5 deg at cj> = 0.60 and 1.0 deg for the <$> = 0.675 and 
4> = 0.84 cases. The need for this adjustment may have arisen from 
uncertainties in the experimental data. The experimental surface 
velocity measurements were thought to be accurate to ±0.9 per
cent, although this did not include uncertainties associated with 
locating the stagnation streamline. The measured flow angles were 
nominally accurate to ±0.2 deg. Alternatively the trailing edge 
model in MISES may be inaccurate, which would cause an incor
rect circulation prediction. At (\> = 0.60 a linear stream-tube 

Exp. MISES 
HIGH LOADING 
MEDIUM LOADING 
LOW LOADING 
-L. _1_ 

0 10 20 30 40 SO 60 70 SO 90 100 

x/c (%) 

Fig. 2 Comparison of MISES predictions with measured velocity distri
butions at three loading levels, Rec = 120,000 
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Table 1 Incidence angles, as measured and as used for calculation 

Loading <t> hest ^MISES 
High 
Medium 
Low 

0.600 4. II 2.61 
0.675 1.24 0.24 
0.840 -6.11 -7.11 

contraction of 2.2 percent was also included in the calculation. 
This is consistent with measurements of axial-velocity ratio re
ported by Walker (1972). Table 1 compares the inlet angles mea
sured in the test with those used for the MISES calculation. With 
these adjustments made, the agreement between the measured 
velocity distributions and the MISES calculations are very good 
and the predicted separation behavior matches the measurements 
of Walker (1972) very well. 

The experimental data was expressed in terms of rotor midblade 
velocity Umb for convenience. In each case, the calculated veloc
ities were converted from ulU'•„, to ulU mb using the nominal flow 
coefficient and the incidence angle i used in the MISES calculation 
by the relation 

U,„„ cos(ai) 

where ai is the stator blade element air inlet angle from axial (a, 
= 45.0 deg + i). 

Prediction of Transition Onset: Steady Flow 
The MISES code was used to predict transition onset and 

separation bubble locations over the full range of ensemble-
averaged inlet turbulence levels experienced by the stator blade. 
Each inlet turbulence level in turn was used as the steady flow 
turbulence level for a different MISES calculation. Note that the 
ensemble-averaged turbulence levels do not include the periodic 
unsteadiness caused by the wake passing (Tu). 

Results of these calculations for the three loading cases are 
presented in Fig. 3. These results have been plotted versus Tumb = 
u'LJU,„b instead of the more usual Tuin = u"mJUin. Tumb was 
introduced to simplify the application of a frozen-turbulence as
sumption. It was considered necessary to account for the decrease 
in turbulence level that occurs as the flow accelerates from the inlet 
to the transition location on the blade. (This type of correction 
would be even more important for a turbine blade.) Given the 
velocity ulUmb at the transition point (from Fig. 2), the local 
turbulence level is Tuhxal = Tumbl{ulUmb). It could be argued that 
Twtai should be the value at the neutral stability point for the e" 
mode, instead of at transition, but the difference in the results 
would be minor. This method of estimating the local turbulence 
through the blade passage neglects any turbulence decay. 

Both the stator suction and pressure surfaces are represented in 
Fig. 3, with the leading edge corresponding to the point s* = 0.0. 
At high turbulence levels, transition occurs in the attached flow 
and is indicated by a single point in the plot. At low turbulence 
levels, in cases where transition is downstream of laminar separa
tion, three points are shown on the plot. These correspond to 
laminar separation, transition, and re-attachment. Re-attachment 
closely follows separated flow transition. 

The solid line shows the results from the standard version of 
MISES with both the Abu-Ghannam and Shaw and e" transition 
modes active. The other two sets of curves were obtained with the 
e" model disabled. In both of these cases, calculation of separation 
bubbles was not very successful and failed completely at low 
turbulence. This is not surprising since neither of these models 
simulate the growth of disturbances in the separated shear layer. At 
low loading the pressure surface boundary layer undergoes laminar 
separation without re-attachment at the low turbulence level with 
the Mayle and Abu-Ghannam and Shaw models. This changed the 

-1.0 -0.5 0.0 0.5 1.0 
Pressure Surface - s * - Suction Surface 

Fig. 3 Location of transition, separation, and reattachment on stator 
versus inlet free-stream turbulence level Tu,,,,,; variation with blade load
ing 

velocity distribution sufficiently to affect the prediction of the 
laminar separation location on the suction surface. 

In the low loading case, where the pressure surface boundary 
layer calculation underwent complete laminar separation, a sepa
rate study was performed to test the effect that the very thick 
pressure surface boundary layer had on the suction surface transi
tion location. When the pressure surface boundary layer was 
tripped so it stayed attached, the suction surface transition location 
moved back closer to the location predicted by the Abu-Ghannam 
and Shaw correlation. 

At high loading, transition by the e" mode was predicted up
stream of transition by the Abu-Ghannam and Shaw correlation 
except on the pressure surface for Tumb < 0.6 percent, where the 
boundary layer was laminar to the trailing edge. For the medium 
loading case, transition was by the e" mode at all turbulence levels. 
At low loading, the e" mode again dominated, except on the 
suction surface for Tumb > 2.65 percent where transition was by 
Abu-Ghannam and Shaw. Figure 1 shows that in adverse pressure 
gradients, where H is high, e" transition occurs at a lower Re8. 
Both the Abu-Ghannam and Shaw and e" (as modified by Mack) 
transition criteria were derived from correlation with experimental 
data. Ideally, in the range of turbulence levels where both are valid, 
both should match experimental data and consequently match each 
other if they were developed from the same data base. The dis
crepancy between the two methods observed here indicates either 
that insufficient data in strong adverse pressure gradients were 
available for the Abu-Ghannam and Shaw correlation, or that the 
e" model is not accurate at these turbulence levels. 

The Mayle transition model predicts transition upstream of the 

Journal of Turbomachinery JULY 1999, Vol. 121 / 411 

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



other two at high turbulence levels and tends toward the Abu-
Ghannam and Shaw transition location as turbulence level falls. 

Arrows on Fig. 3 indicate transition, separation, and reattach
ment locations measured by Walker (1972) at similar flow condi
tions. T(2) at high and medium loading indicates the transition 
location detected using a total head tube connected to a stetho
scope. T(l) in the medium loading case is the transition/ 
reattachment point observed using a china-clay technique. The S 
and R arrows at low loading also indicate location of the separation 
bubble found using china-clay flow visualization for the reattach
ment and a steady-flow Thwaites calculation for the separation 
point. 

Prediction of Transition Onset: Temporal Variation 

Free-Stream Turbulence Variations. The first step in pre
dicting the temporal variation of transition onset on the stator blade 
was to estimate the temporal variation of ensemble-averaged tur
bulence level (Tu) seen on the stator blade surface. This was done 
by the following procedure: 

(a) Ensemble-averaged hot-wire measurements at 13.3 % c ax
ial distance downstream of the stator trailing edge at midblade 
height were used to estimate the circumferential position of the 
stator relative to the center of the IGV wake street for each loading 
case and the nominal clocking positions a/S = 0.00 and a/S = 
0.50. Examples of such measurements for the medium loading 
case have been published by Walker et al. (1997, 1998); 

(b) The circumferential positions of the IGV wake street cen
ter 55.7%c axial distance upstream of the stator leading edge were 
determined from hot-wire measurements of the inflow velocity 
field shown in Part I of this paper, Fig. 2. These measurements 
were obtained for one clocking position only, as the upstream 
effect of the stator at this position is known to be minimal; 

(c) The stator stagnation streamline for each loading and nom
inal clocking case was assumed to lie at the respective circumfer
ential offset from the position determined in (a) above; 

(d) The variation of (Tu) with t* for each case was determined 
from Fig. 2, Part I, for the corresponding values of w/S at the 
55.7%c upstream position; 

(e) A frozen turbulence assumption was employed to estimate 
the values of (Tu) seen farther downstream on the stator blade 
surface. 

The resulting temporal variations in (Tu) 55.7%c upstream of 
the stator are plotted in Fig. 4. Two curves are presented for each 
loading case: a/S = 0.00 corresponding to the IGV wake street 
passing over the stator blade surface; and a/S = 0.50 with the 
IGV wake street passing through the center of the stator passage at 
midblade height. It is noted that these clocking positions are 
nominal, and accurate to no better than 0.1 in a/S. It is difficult to 
determine clocking positions a priori with great precision, and the 
circumferential blade positions initially selected were not read
justed after obtaining detailed hot-wire measurements to establish 
the exact clocking positions. 

The clocking case with the IGV wake on the stator corresponds 
to a generally higher level of random turbulence (Tu) on the blade 
surface. For the other clocking case with the IGV wake street 
passing through the blade passage, the stator surface sees the 
passage of essentially isolated rotor wake disturbances with little 
adjacent IGV wake turbulence and a lower background turbulence 
level. The slight difference in behavior of the curves for the 
medium loading case is largely due to a small misalignment in 
stator circumferential position relative to the IGV wake street as 
noted above. This does not affect the validity of the present study, 
which is purely concerned with predicting the transition behavior 
on the stator for a given inflow disturbance field. 

The transition calculations for the stator use the temporal vari
ations in (Tu) from Fig. 4 together with a frozen turbulence 
assumption, which means that the local value of (Tu) is assumed 

LOW LOADING 

0.5 

- - a/s = 0.00 
IGV wake on stator 

— - a/s = 0.50 
IGV wake in passage 

1.5 2.0 

Fig. 4 Temporal variation of ensemble-averaged turbulence level (Tu) 
(percent) on stator stagnation streamline at inflow measurement plane 
55.7%c axial distance upstream of stator leading edge; variation with 
stator loading and IGV clocking 

to vary inversely with the local velocity farther downstream. This 
model neglects turbulence decay during convection downstream, 
and also possible turbulence production through straining near the 
stator leading edge. Measurements downstream of the rotor by 
Walker et al. (1997) showed the random turbulence component to 
vary only slowly with axial position. 

Comparison of Predicted and Measured Transition 
Onset 

Measured Onset. The temporal variations in stator blade tran
sition onset position (s*aas) determined from this calculation pro
cedure will now be compared with experimental observations of 
(si™) from surface hot-film measurements. The experimental 
onset variations are taken as the 10 percent ensemble-averaged 
intermittency contours from Fig. 4, Part I of this paper. The 
criterion (y) = 0.10 was chosen as giving a position reasonably 
close to the start of transition, which would not be too sensitive to 
errors in intermittency measurement. The actual transition onset 
will be a little farther upstream, but the error in its location from 
this simple procedure should be at worst a few percent of chord. 

The contours of (s*am) shown on Figs. 6(a) and 6(b) are rather 
ragged for -0 .1 < s* < 0.1 due to leading edge interaction 
effects with passing free-stream disturbances. However, this does 
not influence the comparison of measured and predicted transition 
onset in most cases. 

Predicted Onset. Plotting of the predicted onset contours 
requires some thought. First the quasi-steady computation model 
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Pressure Surface - s* - Suction Surface 
Fig. 5 Comparison of measured and predicted transition onset loca
tions at medium loading, als = 0.00; effect of propagation velocity of 
transition-promoting disturbances 

described above is applied to predict a transition onset position 
(s*tmK) for a free-stream turbulence value (Tu) from the measured 
inflow disturbance variation for a particular value of t*. Before 
this can be plotted on the predicted (.s*llns) ~ t* contour it is 
necessary to apply a time delay to allow for the disturbance 
convection from the inflow measuring station to the point on the 
blade surface where turbulent breakdown in the boundary layer is 
subsequently generated. 

Simple bypass transition models such as that of Abu-Ghannam 
and Shaw (1980) assume the boundary layer to respond instantly to 
local free-stream disturbances. In this case time-shifting of the 
computed transition point according to the delay time for a particle 
to convect at the local free-stream velocity (1.0(7 trajectory) to the 
predicted onset position is appropriate. However, because the 
exact transition mechanism is uncertain a priori, we first choose to 
compare the measured transition onset contours with predicted 
onset contours obtained with the transition-promoting disturbances 
propagating at different velocities of 1.0U, 0.7(7, and 0.5U. This 
comparison is presented in Fig. 5 for the particular case of medium 
loading and clocking position alS = 0.00. 

Figure 5 indicates a significantly better level of agreement 
between measurement and experiment when the predicted results 
are time-shifted along the 0.7U trajectory. For this reason, the 
0.7(7 time-shifting is adopted for all the curves shown as predic
tion (a) in Fig. 6. 

The fact that better agreement is obtained with a convection 
velocity less than the free stream suggests that the growth or 
convection of disturbances within the stator blade boundary layer 
is playing a major role in transition. This is consistent with the 
MISES prediction of transition onset by natural transition in most 

of the cases examined here. A natural transition model would 
assume that disturbances propagate in the free stream at 1.0(7 up 
to the neutral stability point, where they are impressed on the 
boundary layer and provide an initial Tollmien-Schlichting wave 
amplitude for the ensuing amplification process. The T-S waves 
will subsequently convect at about 0.4(7 within the boundary layer 
until they reach the location where a critical amplitude for turbu
lent breakdown occurs. 

Contours of predicted turbulent onset based on the latter model 
are shown as prediction (b) in Fig. 6. These are based on a 1.0(7 
trajectory up to the neutral stability point computed from the 
time-mean boundary layer properties, with a 0.4(7 trajectory there
after. The relative lengths of stable and unstable laminar flow on 
the compressor blade typically give a mean convection speed of 
about 0.7(7 for time shifting the computed transition positions. 
This explains the agreement obtained with prediction (a), which is 
purely fortuitous. In general, the mean disturbance convection 
speed will vary with the surface pressure distribution, and predic
tion (b) is therefore to be preferred. 

Discussion 

(a) Wake-Induced Path. In comparing the measured and com
puted transition onset behavior it is convenient to follow other work
ers and divide the process into a wake-induced path (where earlier 
onset is promoted by the rotor wake disturbances) and a region where 
transition occurs between the rotor wakes. The wake-induced paths 
are clearly defined by tongues in the measured onset contours extend
ing closer to the leading edge. The present quasi-steady model obvi
ously fails in this situation in most cases, as the differences are far too 
large to be explained by possible uncertainties in intermittency mea
surement. It seems likely that unsteady effects are playing a major role 
in wake-induced transition on the compressor blade. Potential flow 
interactions associated with changing incidence provide the greatest 
source of unsteadiness as the rotor wake passes the stator leading 
edge. Farther rearward the wake-jet effect would become relatively 
more important. 

Evidence of leading edge interaction effects can also be seen in 
transition observations by Chakka and Schobeiri (1999) for peri
odic unsteady flow over a curved plate. Another possible mecha
nism influencing wake-induced transition could be the phenome
non of turbulence amplification at a leading edge reported by 
Hobson et al. (1996) from observations at high incidence in a 
compressor cascade. 

Mayle (1991) also noted the inadequacy of current models for 
predicting wake-induced transition, and suggested that wake-
induced transition onset would occur near the point of minimum 
pressure in most cases. Inspection of the data from Table 2 shows 
some significant departures from this model for the lower surface 
at medium and high loading and the upper surface at low loading. 
Assuming wake-induced transition onset at the time-mean neutral 
stability point would be similarly inaccurate. Further work is 
clearly needed in this area. 

(b) Path Between Wakes. Figure 6 indicates that the present 
quasi-steady procedure is surprisingly effective in predicting the 
transition onset contours between the rotor wake-induced turbulent 
strips on the suction surface. Most features of the contour shape are 
captured, and the transition onset between the rotor wakes is 
generally predicted within 10%c. The agreement is not quite as 
good on the pressure surface, where the effects of calming from 
wake-induced transitional strips and/or stability changes associ
ated with fluctuations in pressure gradient appear relatively more 
important. This becomes particularly noticeable for the pressure 
surface at high loading with a/S = 0.00. 

Prediction (b) (with the assumption of disturbance propagation 
within the boundary layer) performs a little better than prediction 
(a) on average. This provides further support for the free-stream 
turbulence influenced natural transition model for the compressor 
blade transition behavior. In making these comparisons it should 
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Fig. 6 Comparison of predicted and measured transition onset. Measured onset from y = 0.10 contour. I indicates transition onset based on TuB 

for stagnation streamline. Prediction (a): onset based on 0.71/ trajectory for disturbance propagation. Prediction (to): onset based on 1.01/ trajectory 
for disturbance propagation up to neutral stability point and 0.41/ trajectory thereafter. 

be noted that any deviations within the wake-induced paths can be 
ignored. 

The conclusion that a natural transition process was dominant 
on the compressor stator may be considered surprising. The con
ventional view is that bypass transition should always dominate in 
a turbomachine because of the high freestream turbulence level. 
However, Drela's (1995) comparison of the natural and bypass 
transition criteria (Fig. 1), the evidence regarding disturbance 
convection speeds, and the good agreement of the MISES transi
tion onset predictions with experiment provide strong evidence to 
the contrary. Tollmien-Schlichting wave activity on the compres
sor stator pressure surface has been directly observed by Solomon 
and Walker (1996); instability wave activity was also clearly 
evident in the extensive series of flat plate transition observations 
with varying adverse pressure gradient and free stream turbulence 
level reported by Walker and Gostelow (1990). 

There is generally little evidence of calming delaying transition 
onset on the stator blade. This may at first appear anomalous, but 
it should be recalled that a calming effect is dependent on the 

presence of a well-developed turbulent spot. As noted by Halstead 
et al. (1997) the randomness of passing wake disturbances in the 
free stream means that a turbulent spot and associated calming 
region need not occur on each wake passage. In cases where the 
calming region is absent, transition by other modes is free to occur; 
this may explain why a model that ignores wake periodicity is still 
able to predict the first appearance of transition fairly well. It 
appears that the major effect of calming associated with wake-
induced transition is rather to prolong the extent of the transition 
region between the rotor wakes. This prolongation can most 
clearly be seen from the curves of time-mean intermittency and 
t* ~ s* diagrams of transitional flow shown in Figs. 6 and 8, Part 
I of this paper. 

Figure 6 also shows the stator surface transition locations com
puted from the values of time-mean disturbance level at the inflow 
measuring station. These are all too far forward, with the exception 
of the leading edge separation bubble case. It is concluded that 
using the random component of free-stream disturbance alone is 
more appropriate for predicting transition between the wakes. 

Table 2 Peak velocity location, st/mM, and neutral stability location, s* 

4> Suction Surface Pressure Surface 4> 
**Umax sUmax S* "Umax "Umax Si 

4> 

EXP MISES MISES EXP MISES MISES 
0.600 
0.675 
0.840 

0.058 
0.058 
0.255 

0.039 
0.077 
0.263 

0.161 
0.197 
0.411 

-0.157 
-0.157 
-0.059 

-0.102 
-0.102 
-0.029 

-0.205 
-0.165 
-0.078 

Concluding Remarks 

Transition on the compressor stator between the rotor wake-
induced transition paths in the t* ~ s* plane evidently occurred 
through free-stream disturbance modified natural transition rather 
than a bypass transition mode in most cases. 

Application of the viscous-inviscid interaction code MISES in a 
quasi-steady manner using ensemble-averaged random turbulence 
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data from upstream measurements captured most features of the 
turbulent onset contours outside the wake-induced turbulent strips 
and generally predicted transition onset locations to within 10%c. 
This simple procedure gives results of engineering accuracy and is 
fast enough to be used interactively by turbomachine blade de
signers. It will predict the importance of unsteady transition ef
fects, given a reasonable estimate of the range of inlet turbulence 
levels over a wake passing period. 

A major advantage of the MISES code is its ability to predict 
separation bubbles with good accuracy. Computations based solely 
on bypass transition criteria (such as Abu-Ghannam and Shaw or 
Mayle) cannot capture separation bubble phenomena at all. Codes 
with both attached flow bypass transition and separated flow 
transition criteria are able to predict laminar separation bubbles, 
but in a much less satisfactory manner: Inconsistencies between 
the two different criteria mean that continuous movement of the 
predicted transition onset through the incipient separation point is 
impossible; this often leads to numerical instabilities in iterative 
calculations, such as viscous-inviscid interaction procedures. 

Prediction of transition onset in the wake-induced paths at 
off-design conditions was poor. These discrepancies are thought to 
have arisen from unsteady flow effects—principally potential flow 
interactions associated with the passage of rotor wakes and other 
free stream disturbances over the stator leading edge, but wake-jet 
interactions on the blade surface may have been a contributing 
factor. Further study of these unsteady phenomena is needed. 

The range of stator surface pressure distributions investigated in 
the present study covers those observed on modern high pressure 
compressor airfoils from near stall to design operating conditions. 
Further MISES calculations (not detailed here) have given close 
agreement for the variation of transition onset over the whole rotor 
blade passing period for the third-stage compressor stator investi
gated by Halstead et al. (1997). This indicates that the present 
method can be applied with more confidence to predict transition 
onset fluctuations in modern multistage industrial compressors. 

The accuracy of the current quasi-steady flow model for loss 
prediction was examined by Solomon et al. (1996) for the high-
pressure compressor stator design flow case (2B) of Halstead et al. 
(1997). Their two-dimensional boundary layer calculations gave a 
momentum thickness increase of about 50 percent in the wake-
induced path at 90 percent suction surface length compared with 
the increase of about 100 percent observed experimentally, despite 
the fact that the location and extent of the transition zone were 
correctly modeled. The discrepancy was probably due to a com
bination of flow convergence effects associated with the rotor 
wake jet and deficiencies in modeling low-Reynolds-number 
highly nonequilibrium turbulent boundary layer development. 

Finally, it is noted that the present work has been confined 
entirely to incompressible flow situations. The basic MISES code 
remains valid at transonic conditions, and could in principle be 
used to predict transition onset at high subsonic conditions and 
above (excepting complex situations such as shock boundary layer 
interactions). However, this application would require a revision of 
transition criteria to account for the influence of compressibility on 
boundary layer stability. 
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Design and Testing of Swept 
and Leaned Outlet Guide Vanes 
to Reduce Stator-Strut-Splitter 
Aerodynamic Flow Interactions 
Large circumferentially varying pressure levels produced by aerodynamic flow inter
actions between downstream stators and struts present a potential noise and stability 
margin liability in a compression component. These interactions are presently con
trolled by tailoring the camber and/or stagger angles of vanes neighboring the fan 
frame struts. This paper reports on the design and testing of a unique set of swept 
and leaned fan outlet guide vanes (OGVs) that do not require this local tailoring 
even though the OGVs are closely coupled with the fan frame struts and splitter to 
reduce engine length. The swept and leaned OGVs not only reduce core-duct diffusion, 
but they also reduce the potential flow interaction between the stator and the strut 
relative to that produced by conventional radial OGVs. First, the design of the outlet 
guide vanes using a single blade row three-dimensional viscous flow analysis is 
outlined. Next, a two-dimensional potential flow analysis was used for the coupled 
OGV-frame system to obtain a circumferentially nonuniform stator stagger angle 
distribution to reduce the upstream static pressure disturbance further. Recognizing 
the limitations of the two-dimensional potential flow analysis for this highly three-
dimensional set of leaned OGVs, as a final evaluation of the OGV-strut system 
design, a full three-dimensional viscous analysis of a periodic circumferential sector 
of the OGVs, including the fan frame struts and splitter, was performed. The computer 
model was derived from a NASA-developed code used in simulating the flow field for 
external aerodynamic applications with complex geometries. The three-dimensional 
coupled OGV-frame analysis included the uniformly staggered OGV configuration 
and the variably staggered OGV configuration determined by the two-dimensional 
potential flow analysis. Contrary to the two-dimensional calculations, the three-
dimensional analysis revealed significant flow problems with the variably staggered 
OGV configuration and showed less upstream flow nonuniformity with the uniformly 
staggered OGV configuration. The flow redistribution in both the radial and tangential 
directions, captured fully only in the three-dimensional analysis, was identified as 
the prime contributor to the lower flow nonuniformity with the uniformly staggered 
OGV configuration. The coupled three-dimensional analysis was also used to validate 
the design at off-design conditions. Engine test performance and stability measure
ments with both uniformly and variably staggered OGV configurations with and 
without the presence of inlet distortion confirmed the conclusions from the three-
dimensional analysis. 

Introduction 
Transition ducting between the fan and the compressor of a 

turbofan engine usually contains fan frame struts and a splitter to 
divide the flow between the core stream and the bypass region, 
as shown in Fig. 1(a). The fan frame struts and the splitter are 
placed at a sufficient distance from the fan outlet guide vanes 
(OGVs) such that there is enough length from the OGV trailing 
edge to the strut leading edge that nonuniform flows in the struts 
do not locally back-pressure the OGVs and cause high losses, 
reduced stall margin, or high distortion transfer. 

The driving force behind the present work was a need for a 
reduction in overall engine length when GE Aircraft Engines 
(Kandebo, 1996) adapted the Fl 18-GE-100, originally designed 
for the B-2 bomber, to fit in the F-16 fighter's engine bay. This 

Contributed by the International Gas Turbine Institute and presented at the 43rd 
International Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, 
Sweden, June 2 -5 , 1998. Manuscript received by the International Gas Turbine 
Institute February 1998. Paper No. 98-GT-70. Associate Technical Editor: R. E. 
Kielb. 

was done to obtain the benefits of the high-efficiency F118 fan 
to improve durability, performance, and thrust. In cutting the 
engine length to make it adaptable, the outlet guide vanes were 
packaged closer, as illustrated in Fig. 1(b). Although only 1.4 
in. shorter in length to the frame struts, this reduction could 
not only create an undesired aerodynamic back-pressure, with 
potential to hurt performance and aerodynamic stability, but it 
could also adversely impact the fan distortion transfer to the 
compressor. 

The principle of using nonaxisymmetric stator configurations 
ahead of pylons/struts to achieve a uniform flow field upstream 
of the stators in aircraft engines has been known for a long 
time, as described in the works of Hemsworth (1969), who 
encountered the problem in the development of the General 
Electric TF-39 turbofan engine. Rubbert et al. (1972) addressed 
a similar alternative engine installation issue in the Boeing 747 
aircraft. Rubbert used two- and three-dimensional potential flow 
analyses to conceptually develop stators with varying degree of 
camber angles in the vicinity of the strut to protect the rotor 
from the pressure disturbance induced forward by the service 
strut. Later, more systematic experiments of O'Brien et al. 
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(a) Conventional OGV-Frame System 

(b) Swept and Leaned OGV-Frame System 

Fig. 1 Flowpath schematic showing: (a) the conventional radial OGV-
frame and splitter system and (/>) the swept and leaned OGV-frame and 
splitter system with the reduced axial gap between the OGVs and the 
fan frame 

(1983) and Woodard and Balombin (1984) confirmed the im
portance of the potential flow interaction between rotor, stator, 
and struts in the production of rotor blade pressure fluctuations. 
In 1996, Parry, using a simpler calculation scheme, arrived at 
results similar to those obtained by Rubbert, showing the rela
tive benefits of increasing the number of vane types to alleviate 
the OGV-frame flow interaction. Additional results of the 

OGV-pylon interaction problem were reported later by Parry 
and Bailey (1997). Also along similar lines, Shrinivas and Giles 
(1995) performed detailed sensitivity studies to arrive at a cycli
cally varying OGV trailing edge camber configuration while 
maintaining the leading edge airfoil shape, thus retaining uni
form OGV incidence angle. These types of stator camber modi
fications described above, while technically very effective, are 
usually unattractive from a manufacturing cost and maintenance 
perspective. 

As a practical alternative to building stator cascades with 
different camber angles, a slightly more attractive option that 
lowers the cost of implementation uses circumferentially restag-
gered stator vanes in front of the struts to channel the exit flow 
from the stator trailing edge smoothly around the strut leading 
edge. Yokoi et al. (1981) tested several such stator restagger 
options, showing large reductions in upstream pressure distur
bance. Their analysis modeled the stator rows as one-dimen
sional diffusers, thus ignoring the stator loading and leading 
edge incidence in the optimization process. Cerri and O'Brien 
(1989) used the classical Douglas-Neumann singularity super
position method to solve the cascade-strut system to arrive at 
an optimal staggering of the stator configuration that predicted 
the lowest upstream pressure disturbance. The work was later 
extended by Cerri et al. (1994) to include the rotating blade 
row effects. Kodama (1986) and later Kodama and Nagano 
(1989) reduced the size of the analytical problem encountered 
with the Douglas-Neumann method by using the small distur
bance theory to replace the stator row with an actuator disk and 
verified the theory with experimental measurements. Jones et 
al. (1996) used the Douglas-Neumann formulation of Cerri 
and O'Brien to design and test OGVs with circumferentially 
nonuniform stator stagger angle distribution and showed re
duced static pressure disturbance on the rotor. Other studies 
directed at reducing the flow interactions to improve fan acous
tic levels are described by McArdle et al. (1980); Ho (1981); 
Nakamura et al. (1986); and Preisser et al. (1981). 

All the references cited above either used the concept of 
several different "vane types" in the cascade, which is expen
sive to implement in the field, or the option to restagger the 
vanes. This latter method, though less expensive, still requires 
' 'stamping'' variably staggered vanes in a segmented vane sec
tor and "Murphy-proofing" (i.e., avoid the possibility of misas-
sembly) of the sectors themselves to avoid a mismatch in the 
vane passages between sectors. 

This article reports on the design and testing of a unique set 
of swept and leaned fan OGVs for a military application that 
does not require this local tailoring (i.e., different "vane types" 
or ' 'vane restagger'') to alleviate cost and maintainability issues 
with past concepts. This design approach is shown to be very 
effective even though these OGVs are closely coupled with the 
fan frame struts and splitter to reduce engine length. 

Design of Swept and Leaned OGVs 
Figure 1(b) shows the closely coupled swept and leaned 

OGV-frame-splitter system. Relative to Fig. 1(a), which 

N o m e n c l a t u r e 

c = airfoil section chord 
Cp = pressure coefficient = (Ps — 

Ps_f)/(Pt_f - Ps_f) 
Cv = specific heat at constant vol

ume 
Entropy = Cv*ln ((Pt/Pt_f)*(Rho/ 

Rho_f)**ik) 
IMM = radial immersion (0 = tip, 1 

= hub) 
k = ratio of specific heats 

LE = leading edge 

Pt = total pressure, psia 
Pt_f = free-stream total pressure, 

psia 
Ps = static pressure, psia 

Ps(avg) = circumferentially averaged 
static pressure, psia 

P s f = free-stream static pressure, 
psia 

Ps(max) = maximum static pressure, 
psia 

Ps(min) = minimum static pressure 

OGV = Outlet Guide Vanes 
Rho = density 

R h o f = free-stream density 
tmax = airfoil section maximum thick

ness 
TE = trailing edge 

Theta = circumferential coordinate, deg 
Z = axial distance, in. 

APs = Ps(max) — Ps(min) 
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shows the conventional OGV-frame-splitter configuration, the 
diffusion length from the OGV trailing edge to the fan frame 
strut trailing edge was reduced by 1.4 in. and is illustrated as 
"smaller gap" in Fig. 1(b) with the leaned OGVs. The maxi
mum axial widths of the struts in Figs. 1(a) and 1(b) are 
identical. 

In principle, the primary benefit of the tangential lean in the 
OGVs is lowering the OGV hub exit Mach number, thus reduc
ing the required duct velocity diffusion ratio. 

Sweeping aft of the airfoil is done to move the trailing edge 
meridional projection at midspan further aft relative to the OGV 
hub trailing edge, as shown in Fig. 1(6). This helps prolong 
the benefit due to lean (lowering the inner wall Mach number) 
farther downstream from the OGV hub trailing edge and thereby 
providing better control of the core-duct hub diffusion. Engine 
system considerations allowed the OGVs to be designed to leave 
some swirl in the flow at the exit, lowering the OGV diffusion 
factor. To accommodate the OGV exit swirl, the original struts, 
shown in Fig. 1(a), were staggered and cambered, and the strut 
leading edges were modified, to follow the OGV trailing edge 
sweep. Table 1 summarizes the geometric and flow design pa
rameters for the OGVs and the strut. 

The swept and leaned OGVs were designed using a single 
blade row three-dimensional viscous code. The design was 
checked for performance at multiple operating points. The de
tails of the code used, which has found wide usage within 
General Electric Company for compressor and turbine design, 
has been reported by Jennions and Turner (1993). Figure 2 
shows the calculated OGV surface isentropic Mach number 
distribution at midspan for two points along a fan operating 
line. The high leading edge incidence condition occurs at design 
speed and low-bypass ratio, while the high negative leading 
edge incidence case corresponds to a lower speed point at high-
bypass ratio. The OGV design is therefore required to sustain 
significant variation in leading edge incidence and loading lev
els in the flight envelope. The need to operate efficiently at 
multiple points, with the need to tolerate back-pressure effects 
from the downstream splitter and struts, made the design of the 
closely coupled system even more challenging. 

Nonaxisymmetric OGV Circumferential Stagger 
Variation 

Figure 3 shows a composite three-dimensional view of a 16-
vane sector in front of a strut and the splitter. This frontal view 
shows that, due to the lean imparted to the OGVs, more than 
one OGV crosses the leading edge face of the strut. These 
crossings are limited to small localized areas along the OGV 
and strut heights, resulting in lower upstream propagation of 
static pressure distortion relative to that with conventional radial 
OGVs. 

Table 1 OGV-strut design parameters 

Parameter 
Number of OGVs 96 
Number of Struts 6 
OGV Leading Edge Tip Diameter (in.) 34.2 
OGV Leading Edge Hub Diameter (in.) 25.1 
Strut Trailing Edge Tip Diameter (in.) 34.2 
Strut Trailing Edge Hub Diameter (in.) 18.8 
OGV Tip, Pitch, and Hub Chords (in.) 1.85, 1.7, 1.82 
OGV Tip, Pitch, and Hub Stagger (Deg.) 18.2, 17.8, 19.1 
OGV Tip, Pitch, and Hub Camber (Deg.) 49.0,44.0,36.1 
OGV tmax/c 0.063 
Strut Axial Length (in.) 6.00 
OGV Inlet Mach Number 0.595 

0.0 

DESIGN SPEED 

LE TE 

-0.4 0.0 0.4 0.8 1.2 1.4 

NORMALIZED AXIAL DISTANCE, (Z-ZLE)/(ZTE-ZLE) 

Fig. 2 Comparison of the OGV midspan surface isentropic Mach number 
distribution at design speed (low-bypass ratio) and at part speed (high-
bypass ratio) calculated by the single blade row three-dimensional vis
cous analysis 

A further reduction in the upstream circumferential variation 
in back-pressure due to the vane-strut interaction was attempted 
by individually restaggering the vanes, similar to that reported 
by Chiang and Turner (1996) and Jones et al. (1996). An 
implicit two-dimensional CFD solver developed by Turner and 
Keith (1985) was used to solve for the rotor trailing edge static 
pressure distortion from the OGVs and the struts. The rotor was 
not included in the analysis. There are 96 OGVs and six struts 
(five nominal struts and one "king" strut). Simplifying the 
analysis by assuming all nominal struts, the two-dimensional 
implicit code was used to model a 60-deg sector, which consists 
of 16 OGVs and a strut. An option built into the code to deter
mine the flow angle distribution entering the struts, which mini
mizes the potential disturbance propagating upstream, was used 
to obtain the flow angle distribution needed to guide the flow 
smoothly around the struts. As the OGVs are leaned, one could 
have a situation where a fraction of the height of one of the 
OGVs was on the pressure side of the struts while the rest of 
the span of the same OGV was on the suction side of the strut. 
Therefore, it was essential to run the two-dimensional CFD 
solver along several spanwise strips in the core and bypass 
streams. As expected, there was no one unique set of OGV 

Fig. 3 Composite three-dimensional view of the swept and leaned OGVs 
in front of the fan frame and splitter system showing more than one OGV 
crossing the leading edge face of the fan frame strut 
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stagger angles that significantly reduced the upstream static 
pressure along the entire span. 

Being a military application, maintainability and cost consid
erations prevented using vanes with different spanwise twist 
angle distributions for this design. Optimization of the OGV 
stagger angles to reduce circumferential static pressure variation 
was biased to favor the core stream. The reduction in circumfer
ential static pressure variation was quantified by calculating the 
magnitude of the predicted disturbance as: 

1.16 

O G V LEADING 
E D G E P L A N E 

OGV TRAIL ING 
E D G E P L A N E 

ROTOR TRAIL ING 
E D G E PLANE u S T R U T L E A D I N G 

E D G E P L A N E 

S T R U T TRAIL ING 
E D G E P L A N E 

f 1A 

4.7 

2.3 

1.8 

1.96 

2.5 

2.9 

3.5 

4.0 

4.8 

6.7 

6.8 

8.2 

9.8 

10.9 

11.0 

' \ 
OGV S T A G G E R 
A N G L E OFF-SET 
IN D E G R E E S 

^ 
O G V ROTATION 
A L O N G T R U N I O N 
AXIS 

S T R U T 

AXIAL C O O R D I N A T E 

Fig. 4 Variably staggered OGV configuration selected based on the two-
dimensional potential flow analysis and biased toward reducing up
stream distortion in the core stream 

Q 
LU 

a 
in 

1.06 -

Disturbance = (Ps(max) — Ps(min))/Ps(avg) (1) J 

at the rotor exit plane. The resulting OGV stagger angle distribu
tion is shown in Fig. 4. The vane rotations about the stacking 
axis showing some rather large nonsymmetric variations that 
do not average to zero is a result of the spanwise variation of 
the airfoil lean. Figure 5 shows the calculated circumferential 
distribution of static pressure approximately at midheight in the 
corestream with the variably staggered vanes at two operating 
conditions. The stator upstream circumferential variation of 
static pressure was not eliminated, but minimized. The calcu
lated ratio of the difference between the maximum and mini
mum static pressures and the average static pressure (Eq. (1)) 
with the staggered configuration was less than 5.5 percent at 
the design speed condition. 

It was obvious that the radial flow migration effects associ
ated with the stator lean, and its impact on the OGV flow 
field, could not be modeled by the two-dimensional analysis. 
To obtain a more realistic aerodynamic evaluation of the OGV-
strut system, it was decided to pursue a full three-dimensional 
analysis of this complex flow interaction problem. One of the 
prerequisites of the three-dimensional analysis selected was its 
ability to model highly complex geometries. The search led to 
the OVERFLOW code developed at NASA/Ames for external 
aerodynamic applications with intricate geometries. The next 
section describes the computational model and its conversion 
for application to internal flow problems. 

§0.96 
5> 
LU 
Q 

5 0.86 

0.76 

0.66 

A Ps/Ps-avg = 0.0546 Design Speed 

/ 

A Ps/Ps-avg = 0.0455 Part Speed 

/ 

20 30 40 50 60 70 80 90 

CIRCUMFERENTIAL COORDINATE (DEGREES) 

Fig. 5 Rotor exit plane circumferential static pressure distribution pre
dicted by the two-dimensional potential flow analysis for the variably 
staggered OGV configuration at 70 percent immersion for design and 
off-design conditions 

Three-Dimensional Computational Model 

The system of 16 variably staggered OGVs, strut, and splitter 
shown in Fig. 3 posed a very complex geometric problem for 
computational analysis. A chimera grid technique (Benek et al , 
1985) was chosen to make the discretization of the system a 
tractable problem, and the OVERFLOW code (Buning et al., 
1993) was used to compute the flow field. 

The grid generation process was extremely complicated. The 
process started with untrimmed initial surface grids for each 
component that were generated from CAD data using the ICEM 
CFD program. A series of Fortran programs, shell scripts. 
OVERFLOW grid tools and Collar Grid tools (Parks et al., 
1991) were then used to rotate components into their respective 
positions, find surface-to-surface intersections, and construct the 
final surface grids. Volume grids for the strut and vanes were 
generated using the Hypgen program (Chan et al., 1993), while 
an algebraic grid generator was developed for the other compo
nents. The Pegasus program (Suhs and Tramel, 1991) was used 
to perform the hole generation and determine the grid-to-grid 
boundary interpolation coefficients. The entire process was con
trolled by a makefile in which all the grid dependencies were 
defined. The makefile minimized grid generation time by only 
updating grids that were affected by a parameter change. It also 
reduced errors by automatically propagating changes through 
all affected grids. The final grid configuration consisted of 16-
vane grids overlaid on an outer grid, a strut grid, and core and 
bypass section grids, as summarized in Table 2. With a few 
additional collar grids that defined the strut/ splitter intersection, 
the entire grid system was comprised of 2.7 million grid points. 
The volume grids were generated such that stretching ratios did 
not exceed 1.3, and the initial spacing off the body corresponded 
to a y + value around 1.0. These requirements were important 
to maintaining accuracy in the computation. The side view of 
the grid for the entire OGV-frame-splitter system shown in 
Fig. 6 illustrates the voluminous magnitude of the problem 
being solved. 

Table 2 OVERFLOW code grid dimensions 

Body Streamwise Spanwise Surface-normal 
Vane 109 39 18 
Strut 109 46 23 
Core/Bypass Ducts 180 29 55 
Outer Grid 251 39 75 
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Fig. 6 OGV-frame-splitter system grid used in the three-dimensional 
calculations 

The 1.6ad version of OVERFLOW required some modifica
tion in order for these computations to be performed. It was 
deemed that a full-annulus computation would prove to be too 
expensive. The 16-vane/l-strut configuration represented g of 
the annulus, so periodic boundary conditions had to be imple
mented for the circumferential-direction periodicity. A Reimann 
inlet condition was implemented in which radial distributions 
of total temperature and total pressure could be prescribed. The 
exit condition allowed for separate specification of a back-pres
sure at one radius for each of the core and bypass sections. The 
radial-momentum equation was then satisfied across each of 
these faces. For the 1.6ad version of OVERFLOW, it was con
sidered best to use the default central-difference scheme and a 
spatially varying time step. Each of the grids was computed 
with viscous terms only in the wall-normal grid direction (thin-
layer assumption). The Baldwin-Barth one-equation turbu
lence model was used for these computations. 

Three-Dimensional Viscous Analysis Results 
Before proceeding with the detailed vane-strut coupled solu

tion, the changes made to the OVERFLOW code were validated 
by comparing its results with the single blade row code calcula
tions used in the design of the OGVs. This was important be
cause, in addition to the numerical approach, differences in the 
turbulent boundary layer models also existed between the two 
codes: The OVERFLOW code used the Baldwin-Barth one-
equation turbulence model while the design code was run with 
the two-equation k-e turbulence model. The comparison of 
calculated surface pressure coefficient distribution from the two 
approaches, illustrated in Fig. 7 for the pitchline section, showed 
reasonable agreement over the entire span except at the OGV 
trailing edge near the tip endwall, where the OVERFLOW code 
showed regions of higher losses and separated flow not present 
in the solution with General Electric's internal viscous analysis 
code. Considering the significant differences in griding and so
lution techniques between the two codes, the agreement was 
reasonably good; it was recognized that the difference in turbu
lence models was most likely responsible for the differences 
near the tip endwall. Once the OVERFLOW code's predictions 
were deemed satisfactory, the full three-dimensional solution 
for the entire OGV-frame system was obtained with the OVER
FLOW code. 

The three-dimensional evaluations were specifically planned 
to determine which of the OGV configurations (variably stag
gered versus uniformly staggered) reduced the effects of back

pressure yet ensured the flow into the compressor was not com
promised. The first approach selected was based on the results 
of the two-dimensional calculations (Fig. 4)—one used by 
other investigators to negate back-pressure by uniquely varying 
the stagger angle of select OGVs. The design speed computation 
was performed with radial profiles of inlet total pressure, tem
perature, and flow angle based on a circumferentially averaged 
through-flow analysis of the fan. The exit static pressures in the 
core and bypass streams were adjusted to arrive at the required 
flow split (bypass ratio) between the two streams. 

The results of the three-dimensional analysis of the variably 
staggered configuration were quite unexpected. The surface 
static pressure distribution for the staggered OGVs, instead of 
showing uniformity, showed significant variation. Individual 
OGVs that had been staggered closed indicated choked condi
tions. Due to the choked OGVs, the calculation sequence 
showed a significant drop in flow relative to the design intent, 
and the numerical calculations started to go unstable. Figure 8 
shows the surface static pressure contours represented nondi-
mensionally by the pressure coefficient, Cp, as: 

Cp = (Ps - Ps_f)/(Pt_f - Ps_f) (2) 

for all the OGVs and the frame in the variably staggered OGV 
configuration. In this case, unlike the two-dimensional analysis 
predictions, the quality of the airflow was highly nonuniform 
as shown by the wide range of contours (colors) on the OGVs. 

After the three-dimensional analysis results with the variably 
staggered OGVs were seen, a second configuration having uni
form OGV stagger angles was evaluated using the three-dimen
sional code, even though the two-dimensional potential flow 
analysis suggested this to be worse than the variably staggered 
OGVs configuration. Figure 9 shows the pressure coefficient 
contours on all the OGVs and frame with the uniformly stag
gered OGVs configuration. The three-dimensional analysis re
vealed the flow and pressure distributions to be nearly uniform 
and well behaved over the entire computational domain, as 
indicated by the uniform pressure coefficient contours (colors) 
amongst all the OGVs. While these results using the three-
dimensional analysis make the uniformly staggered OGVs the 
configuration of choice, a detailed comparison of one of the 
OGVs from both the variably staggered and uniformly staggered 
OGVs configurations was made to further explore and under
stand the three-dimensional relief phenomenon with the swept 
and leaned OGVs. 

For the OGV most directly in front of the strut (like OGV 7 in 
Figure 3). Figure 10 compares the surface pressure coefficient 
distribution at 10, 50, and 90 percent span for both the configu
rations. Recall (see Fig. 4) that in response to the strut back-
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Fig. 7 Comparison of the single blade row OGV midspan surface pres
sure coefficient distribution calculated by the three-dimensional viscous 
code solvers (GE Aircraft Engines internal code and NASA's OVERFLOW 
code) 
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Frame 

(a) (b) 

PRESSURE COEFFICIENT CONTOURS 

Fig. 8 OGV and frame surface pressure coefficient contours at design speed for the variably staggered 
OGV configuration calculated by the OVERFLOW code 

pressure field predicted by the two-dimensional potential flow 
analysis in the variably staggered configuration, the OGVs were 
restaggered closed (i.e., in the direction of lowering the leading 
edge incidence). The three-dimensional relief with the swept 
and leaned OGVs, however, reduced the back-pressure effect 
from the struts. This is illustrated in Fig. 10 with the uniform 
stagger angles, since the vane pitch region being in line with 
the strut's stagnation region (as illustrated in Fig. 3) has a 
higher loading at the leading edge relative to that at the tip and 
hub immersions. Implementation of the vane stagger closure in 
this highly three-dimensional relieved flow field for the variably 
staggered OGV configuration resulted in the severe unloading 
of the OGV leading edges in the tip and hub regions of the 
vanes as shown in Fig. 10. Recall from Fig. 2 that the leading 
edge unloading is expected to be even worse at the off-design 
conditions. 

Although not shown here, this undesirable vane surface pres
sure coefficient distribution shown in Fig. 10 was typical of all 
the other stators in the variably staggered OGV configuration 
and was worse for OGV with higher stagger angles. The results 
suggest that the back-pressure on the OGV from the splitter 
and fan frame strut appeared to be simultaneously relieved in 

the spanwise and tangential directions in the three-dimensional 
analysis. 

Figure 11 shows the vane surface pressure coefficient distri
bution for selected OGVs in the uniformly staggered OGV con
figuration at three immersions. Figure 3 shows the locations of 
these selected OGV relative to the strut. The outer panel of 
OGV 7 and the inner panel of OGV 8 are in direct line of sight 
with the strut. The adjacent OGV 5, 9, and 11 are located on 
either side of the struts. Considering that all the OGVs in this 
configuration have identical stagger angles, the vane surface 
static pressure distributions at each immersion are quite similar 
from vane to vane, and much reduced in magnitude from what 
was expected based on the two-dimensional potential flow anal
ysis. Again, it appears that the flow within the stator passages 
had been redistributed both radially and circumferentially in the 
three-dimensional solution with the OVERFLOW code. This is 
similar to the leading edge incidence relief due to radial flow 
migration at stator endwalls experimentally measured in a low 
speed research compressor and analytically verified using three-
dimensional analysis by Wadia and Beacher (1990). 

Considering all the surface pressure coefficient distribution 
data shown in Fig. 11, the strut appears to have the most detri-

(a) (b) 
PRESSURE COEFFICIENT CONTOURS 

Fig. 9 OGV and frame surface pressure coefficient contours at design speed for the uniformly staggered 
OGV configuration calculated by the OVERFLOW code 
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Fig. 10 Comparison of the calculated surface pressure coefficient distribution for OGV 7 from the uniformly 
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immersions 
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Fig. 11 Selected OGV surface pressure coefficient distribution from the uniformly staggered OGV configuration at 10, 50, and 90 percent 
immersions calculated by the OVERFLOW code 
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mental influence (resulting in higher leading edge incidence) 
on OGV 7. Although the effect is rather small, its top and 
bottom halves in the spanwise direction are affected in an oppos
ing manner by the two sides of the strut, as seen in Fig. 3. The 
additional blockage due to the filet on the splitter as it intersects 
the strut further aggravates the situation on OGV 7 at 50 percent 
immersion relative to the other OGVs. 

The three-dimensional analysis was further exercised to eval
uate the uniformly staggered OGV configuration at the part-
speed high-bypass-ratio off-design condition. Figure 12 shows 
the comparison of surface pressure coefficient distributions for 
OGV 7 for the two conditions. The OGVs performed as ex
pected (see Fig. 2) with the switch in leading edge incidence 
from positive incidence at the design condition to negative inci
dence at the off-design condition. As mentioned earlier, balanc
ing the blade surface loading levels between the design and off-
design modes of operation, both of which represent critical 
engine cycle mission points, is one of the main aerodynamic 
design challenges here. The results in Fig. 12 indicate the 
achievement of a good balance between the two operating con
ditions and puts in perspective the relatively high incidence 
selection at 50 percent immersion at the design speed condition. 

For the uniformly staggered OGVs configuration, Fig. 13 
shows the circumferential variation of the upstream static pres
sure predicted by the OVERFLOW code at both conditions for 
one immersion in the bypass stream, one in the core stream, 
and one near the splitter. No comparisons with the variably 
staggered OGV configuration are shown in Fig. 13 as the three-
dimensional solution was numerically unstable. The values of 
the disturbance were calculated using Eq. (1) for both condi
tions at all three immersions and are also presented in Fig. 13. 
While the calculated levels of the disturbance were not zero, 
the resulting amplitudes of the static pressure circumferential 
nonuniformity are slightly higher at design speed and lower at 

the off-design condition at part speed relative to the best two-
dimensional potential flow analysis results with the variably 
staggered OGVs shown in Fig. 5. These levels of amplitude 
were estimated and confirmed by test data to have no significant 
adverse impact on the performance and aerodynamic stability 
of the upstream turbomachinery. The tabulated data in Fig. 13 
suggest that the magnitude of the pressure pulse felt upstream 
is lower at part speed for all immersions. At the low-bypass 
condition at design speed, the core stream sees a slightly higher 
magnitude of the disturbance relative to the bypass stream and 
vice versa at the high-bypass condition at part speed. 

Figure 14 shows the entropy (loss) contours on the pressure 
and suction surfaces of OGV 7 in the uniformly staggered OGV 
configuration at design speed. The high-loss region shown in 
red occurs near the tip endwall on the suction surface near the 
OGV trailing edge. As discussed earlier, this could be a result 
of the Baldwin-Barth one-equation turbulence model used with 
the OVERFLOW code. The next lower loss-prone region shown 
in yellow occurs near the hub endwall corner on the suction 
side of the OGV. The particle traces on the suction side of OGV 
7 calculated by the three-dimensional analysis are shown in Fig. 
15. Consistent with the high-loss region at the tip endwall, the 
flow rolled up into a vortex at the trailing edge on this OGV. 
This vortex roll-up occurred only on OGV 7 whose outer panel 
cuts across the leading edge of the strut. The classical secondary 
flow pattern where the fluid migrates inward from the tip to the 
hub at the OGV trailing edge was also captured by the analysis. 
No regions of hub corner stall were observed on any of the 
OGVs at either design condition. 

Figure 16 shows the entropy contours along some of the body 
surfaces of the OGV-strut system. Every fourth OGV is shown 
in the figure. The splitter, which also has to accommodate a 
significant swing in its leading edge incidence with changes in 
bypass ratio, is well behaved, as represented by the very low 
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Fig. 12 Comparison of the calculated surface pressure coefficient distribution for OGV 7 from uniformly staggered OGV 
configuration at 10, 50, and 90 percent immersions at design speed and part-speed conditions 
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Fig. 13 Circumferential variation of OGV upstream static pressure at design 
and part-speed conditions at 20 percent (bypass stream), 50 percent 
(splitter), and 80 percent (core stream) immersions calculated by the three-
dimensional OVERFLOW code forthe uniformly staggered OGV configuration 

loss level shown in blue. The highest loss levels once again are 
near the outer endwall of the bypass stream and are attributed 
to the turbulence model. The OGV wakes show up as distinct 

dark blue and red entropy contours along the splitter and end-
wall surfaces. The OGV wakes mix out sooner along the end-
walls than along the splitter surfaces. In fact, the OGV wakes 
can be clearly seen all the way back to the trailing edge of 
the splitter. This has considerable influence on the physical 
placement of the verniered pressure and temperature rakes to 
measure the performance of the fan module. The core duct 
diffusion was also found to be well behaved, as seen by the 
mixed-out lower entropy level in green at the downstream end 
of the core duct. 

Although the three-dimensional analysis results provided an 
emphatic vote against the configuration with variably staggered 
OGVs derived from the two-dimensional potential flow analy
sis, a diluted version of the variably staggered OGV configura
tion was retained as an option to be evaluated in the engine 
test. The stagger angle offsets calculated by the two-dimensional 
analysis and shown in Fig. 4 were halved in the diluted version 
of the variably staggered OGV configuration for test evaluation. 

Engine Test Setup and Instrumentation 

The goals from the OGV-strut system test were to demon
strate that no reduction in the fan's performance and stability 
came as a result of this reduced-length design. The assessment 
of this unique closely coupled OGV-strut system was carried 
out as an integral part of the new fan development test. The 
testing was done in the complete engine environment. Doing 
component evaluation in the full engine environment has several 
advantages. In terms of the measured component performance 
levels, engine fuel flow and turbine temperature indications are 
independent checks to confirm or refute the measurements. In 
terms of aerodynamic stability, derived limits for the compres
sion components in the two-spool environment represent a true 
engine system stability level, including interaction effects be
tween the fan and the core compressor (Greitzer et al., 1978) 
that can be especially significant when inlet distortion is present. 

The basic engine control logic was modified to allow con
stant-speed fan throttles to stall using the engine's variable ex
haust nozzle. The fan module was heavily instrumented, includ
ing special instrumentation to evaluate and quantify the OGV-
strut aerodynamic interaction. Using Fig. 1(b) as a reference, 
this special instrumentation consisted of a circumferential row 
of 11 static pressure taps on both the hub and casing endwalls 
located upstream and downstream of the OGVs. The upstream 
static pressure taps were placed 0.35 OGV gaps in front of the 
OGV leading edge, while the downstream static pressure taps 
were located midway between the OGV trailing edge and the 
strut leading edge. The row of 11 static pressure taps extended 
circumferentially to sample 36 deg (more than half) of the 60 
deg between struts. Unlike the schematic shown in Fig. 1(b), 
each of the 96 OGVs had adjustable stagger angle, providing 
the option for uniform or individual stagger resets of the vane 
row. 

From the three-dimensional analysis results, the uniformly 
staggered OGV configuration was selected as the baseline OGV 
configuration to begin the engine test. Fan performance was 
based on measurements made by seven verniered radial rakes 
that were located approximately 2.5 OGV chord lengths down
stream of the OGV trailing edges. The radial rakes were 
equipped with combination total pressure and total temperature 
sensors, and sampled four immersions in the bypass stream and 
five immersions in the core stream. 

A 180-deg one-per-rev inlet distortion screen was selected to 
evaluate the aerodynamic stability aspects of the OGV-strut 
system. The inlet was configured with an inlet distortion screen 
rotating mechanism to be able to assess the fan's stability limit 
accurately with various degrees of alignment between the inlet 
screen's low-pressure sector and the peak back-pressure loca
tion produced by the OGV-strut interaction. Note that in the 
distorted half of the fan after accounting for phasing as the 
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Fig. 14 Calculated entropy contours on the pressure and suction surfaces of OGV 7 from the uniformly 
staggered OGV configuration at the design speed condition 

distortion propagates through the fan, the alignment of the 
screen's low-pressure sector and the peak back-pressure loca
tion from the OGV-strut interaction represents the most desta
bilizing condition. Comparison of the resulting fan stall limit 
with the various degrees of alignment between the distortion 
screen's low-pressure sector and the peak back-pressure loca
tion were used to quantify the destabilization from the OGV-
strut aerodynamic interaction. For consistency between the dis
tortion level and the fan's operating point, this comparison was 
made at 95 percent fan corrected speed. With clean inlet, using 
interstage Kulite data, the fan's last stage was determined to be 
the stalling stage at this speed. 

Engine Test Results 
A series of power calibrations were performed to establish the 

baseline fan performance. Having the OGVs in the uniformly 
staggered OGV configuration, the fan met (or exceeded by as 
much as 0.75 point) its predicted performance level along its 
operating line. This initial test result provided significant credi
bility to the OVERFLOW code analysis, which had predicted 
the uniformly staggered OGVs to be the preferred configuration. 

Being a military application, investigation of the stability of 
the fan with the closely coupled OGV-strut configuration was 
of prime importance. Three OGV stagger configurations were 

evaluated: (a) the base configuration with the uniform stagger, 
(b) a circumferentially varying stagger configuration with half 
the offsets shown in Fig. 4, and (c) another uniform-stagger 
configuration with all 96 OGVs staggered 5 deg closed (repre
senting approximately the maximum offset in the variably stag
gered OGV configuration) relative to the base stagger level in 
(a). 

At 95 percent speed the fan's stability limit was defined 
with the one-per-rev inlet distortion screen positioned in three 
different circumferential locations. The three screen positions 
represent alignment between the screen's low sector and the 
peak back-pressure location, and a 20-deg offset on either side 
of this alignment. Among the three OGV configurations tested, 
the largest variation with screen position in the resulting stabil
ity limits was found to be 1.5 percent in terms of the stall flow 
divided by the stall pressure ratio, and this occurred with the 
variably staggered OGV configuration. There was also some 
randomness in the stability results with the three OGV configu
rations in that the worst and the most favorable stability limit 
results did not always correspond with a particular inlet distor
tion screen position setting. Statistically, the expected tolerance 
band (repeatability) on the measured stability limit is ±1 per
cent. Accordingly, the test results indicate that the OGV-strut 
aerodynamic interaction causes at worst a 0.5 percent compro
mise in the fan's aerodynamic stability limit, which is excellent. 

The measured circumferential variation in the static pressure 
generated upstream of the OGV at the casing endwall by the 
OGV-strut interaction is shown in Fig. 17. The results with all 

Fig. 15 Particle traces on the suction side of OGV 7 from the uniformly 
staggered OGV configuration showing vortex roll-up at the trailing edge 
near the tip endwall and the classical secondary flow migration down 
the trailing edge from tip to hub 

Fig. 16 Entropy contours along the strut and OGV suction surfaces and 
along the splitter, hub and tip endwalls showing the OGV wake streaks 
along both the upper and lower splitter surfaces and also along the inner 
and outer flowpath surfaces 
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three stagger configurations are shown. The measurements at 
the hub were similar in both amplitude and phasing. Comparison 
of Fig. 17 with Fig. 13 illustrates that the phasing and the 
amplitude (considering that the test data are at 95 percent speed) 
are in good agreement with the OVERFLOW code results, in 
spite of the fact that the OVERFLOW code analysis was done 
without the rotor characteristic. Figure 17 indicates that the 
back-pressure characteristics were not altered to any appreciable 
extent by the three OGV stagger configurations tested. Recall 
that the stagger variation in the variably staggered OGVs con
figuration tested represents half the magnitude that was analyzed 
by the OVERFLOW code yielding the disappointing results. 
The minor variation in the back-pressure characteristic noted in 
Fig. 17 in a way is a negative result for the variably staggered 
OGV configuration, since it represents no improvement at added 
cost and with added supportability/maintainability problems. 
From a fan stability and practical point of view, the OGV con
figuration with the uniform 5-deg stagger closure remained a 
candidate at the conclusion of the stability testing. However, 
severe performance penalties encountered with this configura
tion, under clean inlet conditions (shown in Fig. 18) eliminated 
it from being a viable contender. The large magnitude of the 
performance penalties along low operating line settings, repre
sented in Fig. 18 by flow levels at and below cruise, which was 
produced by roughly half the maximum stagger angle offset 
levels of the variably staggered OGV configuration (Fig. 4) 
analyzed with the OVERFLOW code, lends further credibility 
to the three-dimensional code's negative performance results. 

Concluding Remarks 

An advanced concept of using swept and leaned stators rely
ing on three-dimensional relief to alleviate nonuniform back
pressure disturbances is presented. Numerical models involving 
various degrees of sophistication were used to develop and 
analyze the closely coupled OGV-splitter-strut system. Three-
dimensional analysis results using the NASA-developed 
OVERFLOW code revealed the inner workings and feasibility 
of the concept. The pretest three-dimensional OVERFLOW 
code calculations provided an accurate assessment of the perfor
mance of both the uniformly staggered and variably staggered 
OGV configurations and the final test results confirmed the 
shortcomings of the two-dimensional analysis as applied to the 
design of the swept and leaned OGV-strut-splitter system. 

A frequently ignored issue, the off-design problem, was also 
explored in detail. The design intent was verified by the three-
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dimensional analysis, thus providing the means for developing 
blade designs optimized for a range of operating conditions 
instead of just at one point. 

The results of these sophisticated analyses yielded significant 
insights and resulted in large savings in development test time 
and overall cost for a key engine program. 
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Simulation of Vortex Shedding 
in a Turbine Stage 
Vortex shedding in a turbomachine blade row is affected by the passing of blades in the 
adjacent downstream blade row, but these effects have not been examined in the litera
ture. A series of flow simulations has been performed to study vortex shedding in a turbine 
stage, and to quantify the blade interaction effects on the unsteady pressure response. The 
numerical issues of spatial order of accuracy and the use of Newton subiterations were 
investigated first. Second-order spatial accuracy was shown to be inadequate to model the 
shedding frequency response and time-averaged base pressure accurately. For the small 
time step employed for temporal accuracy, Newton iterations were shown to be unnec
essary. The effects of the adjacent blade row were examined by comparing the shedding 
frequency response for the stage simulations to the response for isolated cascades. The 
vane shedding was shown to occur exactly on a series of harmonics of the blade passing 
frequency for the stage case, compared to a single predominant frequency for the isolated 
cascade. Losses were also examined in the wake region. It was shown that close to the 
trailing edge, losses were mainly due to wake mixing. Farther downstream of the trailing 
edge, losses were predominantly due to the trailing edge shock wave. 

Introduction 
The prediction of vortex shedding from the trailing edges of 

turbomachinery blades can aid in the mechanical, acoustic, and 
aerodynamic aspects of blade design. Unsteady pressure loads due 
to vortex shedding can affect the structural integrity of the blades. 
Vortex shedding is a source of noise, and it also affects aerody
namic performance as the vortices interact with downstream blade 
rows. Ability to capture the correct shedding frequency in flow 
simulations is affected by numerical issues such as order of accu
racy and solution technique, and by the ability to model physical 
phenomena, such as the potential interaction between the blade 
rows, accurately. 

A body of research is available in which the physics of vortex 
shedding from isolated airfoils and airfoils in cascades, with par
ticular emphasis on the shedding frequency, has been examined 
experimentally and computationally (e.g., Paterson et al, 1973, 
Sieverding and Heinemann, 1990, Arnone and Paciani, 1997). In 
turbomachinery, the interaction between vanes (or stators) and 
rotor blades can modify the shedding frequencies, but little re
search is available that addresses this issue. 

In the present study, a series of unsteady flow simulations has 
been performed for a transonic turbine stage, and the resulting 
trailing edge pressure frequency responses have been examined. 
Simulations have also been performed for isolated vane and rotor 
blade cascades, operating at the same conditions as the airfoils in 
the stage, in order to assess the interaction effects between the 
vanes and the rotor blades. 

Numerical Method 
The quasi-three-dimensional, Reynolds-averaged, unsteady 

Navier-Stokes equations are solved using an implicit, time-
marching, finite-difference scheme (Rai, 1989). The inviscid fluxes 
are discretized using the TVD (total variation diminishing) scheme 
of Chakravarthy and Osher (1985), and viscous fluxes are dis
cretized using standard central differences. The procedure is 
second-order accurate in time, and second or third-order spatial 
accuracy may be specified. The equations are solved using approx-

Contributed by the International Gas Turbine Institute and presented at the 43rd 
International Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, 
Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine 
Institute February 1998. Paper No. 98-GT-242. Associate Technical Editor: R. E. 
Kielb. 

imate factorization and a block tridiagonal solver. The Baldwin-
Lomax (1978) turbulence model is employed for turbulence 
closure. 

Characteristic boundary conditions are used at the inflow and 
outflow boundaries. At the inflow boundary, total pressure, total 
temperature, and flow angle are specified, and the streamwise 
derivative of the upstream running Riemann invariant, R2 = u — 
2a/(y — 1), is set to zero. At the outflow boundary, the stream-
wise derivative of the v velocity component, entropy, and the 
downstream running Riemann invariant are set to zero, and the 
average pressure ratio, P?IP,{, is specified. Periodicity is enforced 
in the circumferential direction. On airfoil surfaces, the no-slip 
boundary condition is employed, the normal derivative of pressure 
is set to zero, and surfaces are assumed to be adiabatic. The flow 
variables at zonal boundaries are explicitly updated after each time 
step by interpolating values from the adjacent grid. 

Configuration 
The present simulations are based upon a proprietary high-

pressure, high-speed turbine stage geometry with a ratio of two 
vanes to three rotor blades. The spacing between the blade rows is 
20 percent of the vane axial chord. The Mach number at the vane 
inlet is M, = 0.16, and the flow angle is a, = 0.0 deg. The rotor 
speed is H = 11,400 rpm. The ratio of exit static pressure to inlet 
total pressure of PJP,\ = 0.25 results in transonic flow, with 
shock waves attached to the trailing edges of the vanes and rotor 
blades. The Reynolds number based on upstream velocity and vane 
chord is 410,000. The ratio of the specific heats, y, is set to 1.39. 

Each vane and rotor blade passage is modeled with an overset 
O-H grid system. The vane passages are discretized with 221 X 51 
grid points in each O-grid and 120 X 45 grid points in each H-grid, 
for a total of 33,342 grid points for the two vane passages. The 
rotor passages are discretized with 221 X 51 grid points in each 
O-grid and 115 X 45 grid points in each H-grid, for a total of 
49,338 grid points for the three rotor passages. The total number of 
grid points for both blade rows is 82,680. The grid is shown in 
Figs. 1 and 2. 

Since the quasi-three-dimensional Navier-Stokes equations 
were solved, streamtube contraction ratios were employed. These 
ratios were obtained from the original streamline curvature calcu
lations used to design the turbine. 

For the isolated vane cascade cases, the grid was similar to the 
vane grid shown in Fig. 1, except that the H-grid was extended on 
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Fig. 1 Grid: entire domain 

the downstream side. The extended H-grid contained 187 X 45 
grid points. The isolated rotor blade cascade H-grid was similarly 
extended upstream, and contained 182 X 45 grid points. 

The simulations were run on a single processor of an SGI 
Origin2000 containing R10000 processors running at 195 MHz. 
The unsteady stage simulations were run for approximately 15 
global cycles at 15,000 iterations/cycle. A global cycle corre
sponds to the three rotor blades traversing the two vanes. Typical 
calculations required approximately 62 /xs/point/iter CPU time. 

Results 
Due to the proprietary nature of the present geometry, compar

isons between the computational results and experimental data are 
not shown. In a companion study of vortex shedding in a different 
turbine geometry (Sondak and Dorney, 1998), results of simula
tions using the present code have been shown to match well with 
experimental frequency spectra of the unsteady pressure response. 
The present code has also been validated in the past by comparing 
results with experimental data for the unsteady response in a wide 
variety of turbine configurations similar to those in the present 
study (Dorney et al., 1992, Dorney and Schwab, 1996, and Dorney 
and Sondak, 1996). 

The primary goal of the current study was to examine the effects 
of vane/blade interaction on vortex shedding. Simulations were 
performed for an isolated vane cascade, an isolated rotor blade 
cascade, and for the full stage. Before performing the full set of 
simulations, several cases were run to examine numerical issues 
which can affect the results. 

Pressure histories were saved at the trailing edges of both the 
vanes and the rotor blades. The pressure histories were initially 
examined directly at the trailing edge points and also at points on 
the trailing edge radii, but off-center. The off-center points showed 
more pressure variation, as was also observed in the computations 
of Mensink (1996) and in the experiments of Cicatelli and Siev-
erding (1997), so all trailing edge pressure traces are shown for the 
off-center locations. The locations of the points at which the 

Fig. 2 Close-up of blade region 

pressure histories were saved are shown in Figs. 3 and 4 for the 
vane and rotor blade, respectively. 

Assessment of Numerical Effects. Unsteady turbomachinery 
flow simulations are often performed using difference schemes 
with either second or third-order spatial accuracy. Lower order 
schemes tend to be more stable due to increased numerical dissi
pation, at the expense of reduced accuracy. The current simula
tions were performed with both second and third-order schemes to 
assess the effects of spatial accuracy on the pressure response at 
the trailing edges. The pressure traces near the trailing edge of the 
vane cascade and their Fourier decompositions are shown in Figs. 
5 and 6, respectively. The Strouhal number is defined as 

St ' u (1) 

where / is the frequency and d is the trailing edge diameter. The 
velocity scale U was obtained by time-averaging the midpassage 
velocity at the axial location of the trailing edge. Based on the 
value of 15,000 steps per cycle, frequencies up to St « 20 are 
resolved. The amplitude of the pressure variations is approxi
mately the same for both cases, with the third-order case showing 
a slightly lower average pressure. The Strouhal number for the 
second-order case is 0.177, while it is 0.188 for the third-order 
case. (Strouhal numbers for cascades are often referenced to the 
outflow velocity rather than the trailing edge midpassage velocity. 
Using the outflow velocity, the Strouhal numbers are 0.183 for the 
second-order case and 0.194 for the third-order case.) These values 
fall within the expected range of 0.1-0.4 (Gostelow, 1984). The 
lower frequency of the second-order solution is apparently caused 
by its higher numerical dissipation. 

Plots of the pressure trace and shedding frequency for the rotor 

Nomenclature 

a = speed of sound 
e, = total energy 
M = Mach number 
P = static pressure 

P, — total pressure 
Re = inlet reference Reynolds number 
St = Strouhal number 
T = static temperature 
U = time-averaged midpassage veloc

ity 
u, v = x, y components of velocity 

a = absolute flow angle 
j3 = relative flow angle 
p = density 

O = rotor rotational speed 
a> = loss coefficient = (P, ,„ — P,)l 

P,,„, 

Subscripts 

A, B = upstream and downstream of 
shock 

in = inlet condition 

rel = relative reference frame quantity 
s = shock 
t = stagnation quantity 

c, y = first derivative with respect to x, 
y 

1 = vane inlet 
2 = rotor inlet 
3 = rotor exit 
oo = free stream 
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Fig. 3 Vane trailing edge pressure trace location 

blade cascade are shown in Figs. 7 and 8. The rotor blade exhibits 
the same behavior as the vane; the third-order solution has a 
slightly lower average pressure and a higher frequency. The Strou-
hal numbers corresponding to the primary peaks in Fig. 8 are 0.243 
for the second order solution and 0.266 for the third-order solution 
(0.265 and 0.290, respectively, when referenced to the outflow 
velocities). 

Simulations of the full-stage flowfield were also performed with 
both second and third-order spatial accuracy. The pressure traces 
and shedding frequencies near the trailing edge of the vane are 
shown in Figs. 9-11. Figure 9 shows the pressure trace for one 
"cycle," which constitutes the passing of the two vanes by the three 
rotor blades. The effect of the three rotor blades passing the vane 
is seen as the low-frequency oscillation with three predominant 
peaks, and the higher frequency oscillations are due to the vortex 
shedding. The second-order accurate solution has a damping effect 
on the amplitude of the pressure variation due to vortex shedding. 

2nd order 
3rd order 

L. 
0.1 0.2 0.3 

St 
0.4 0.5 0.6 

Fig. 6 FFT of pressure trace: vane cascade trailing edge 

Figures 10 and 11 show that the predominant peaks occur at 
harmonics of the blade passing frequency for both cases, although 
the amplitudes differ. 

Time-averaged surface pressures for the vane and rotor blade 
are shown in Figs. 12 and 13, respectively. The vane shows some 
differences between the second and third-order schemes at the 
throat and in the base pressure region. The rotor blade also shows 
some differences, although they are smaller. Close-ups of the base 
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Fig. 4 Rotor blade trailing edge pressure trace location 
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Fig. 7 Pressure trace: rotor blade cascade trailing edge 
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Fig. 5 Pressure trace: vane cascade trailing edge 
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Fig. 8 FFT of pressure trace: rotor blade cascade trailing edge 
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Fig. 9 Pressure trace: vane trailing edge, stage computation 
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Fig. 12 Time-averaged surface pressure, vane, stage computation 

pressure regions are shown in Figs. 14 and 15. For both the vane 
and the rotor blade, the base pressure is higher for the lower order 
scheme. The maximum difference is approximately 4.8 percent for 
the vane and 3.9 percent for the rotor blade. 

Newton subiterations can be employed in the flow solver to 
improve temporal accuracy and to minimize factorization errors. 
The disadvantage of subiterations is a much higher computational 

cost. It was thought that subiterations might not be required for the 
present problem due to the small time step used to capture evolu
tion of the vortices. In order to verify this supposition, initial stage 
interaction cases were run with no subiterations and with one 

"0 2 4 6 8 10 12 
harmonic of blade passing frequency 

6 O05 01 015 02 025 03 
St 

Fig. 10 FFT of pressure trace: vane trailing edge, stage computation 
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Fig. 13 Time-averaged surface pressure, rotor blade, stage computa
tion 
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Fig. 11 Close-up of FFT of pressure trace: vane trailing edge, stage 
computation 
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Fig. 14 Time-averaged base region surface pressure, vane, stage com
putation 
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Fig. 15 Time-averaged base region surface pressure, rotor blade, stage 
computation 
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Fig. 18 Instantaneous entropy, vane cascade 

subiteration, both with third-order spatial accuracy. The results for 
the pressure traces near the vane trailing edge are compared in Fig. 
16. The differences are extremely slight, so remaining cases were 
run without employing subiterations. 

Interaction Effects. The effects of the interaction between the 
vane and the rotor blades on vortex shedding will now be exam-

0.4 0.6 
cycle 

Fig. 16 Vane trailing edge pressure history: effect of Newton subitera
tions 

8.25 

-1.00 1.50 .00 
X(cm) 

6.50 9.00 

Fig. 17 Instantaneous entropy, stage 
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ined in more detail. Instantaneous "snapshots" of the entropy 
fields, which highlight vortex shedding, are shown for the stage 
and vane cascade cases in Figs. 17 and 18, respectively. 

Unsteady pressure envelopes for the vane and rotor blade are 
shown in Figs. 19 and 20, respectively. For the vane, unsteadiness 
occurs on the suction surface from the throat to the trailing edge. 
The pressure surface also exhibits unsteadiness at the trailing edge. 
It is interesting to note that the vane cascade also shows some 
unsteadiness at the throat, although it is much smaller in amplitude 
that for the stage case. 

The rotor blade pressure distribution for the stage case is un
steady over both the suction and pressure surfaces due to the 
passing of the wakes from the upstream vanes, the potential 
interaction between the blade rows, and the interaction between the 
vane trailing edge shock wave and the rotor blade. The isolated 
rotor blade cascade case shows a small amount of unsteadiness at 
the throat as well as higher amplitude unsteadiness at the trailing 
edge. (Note that the minimum pressure line for the rotor blade 
cascade case is very close to that for the stage case just down
stream of the throat.) 

Close-ups of pressure envelopes in the trailing edge regions are 
shown in Figs. 21 and 22. The interaction between the blade rows 
is seen to cause a significant shift in the pressure envelope at the 
trailing edge of the vane. The rotor blade trailing edge shows a 
much smaller difference, since the trailing edge is far from the 
potential effects of blade passing. 

wetted distance from leading edge 

Fig. 19 Unsteady pressure envelope, vane 
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Fig. 20 Unsteady pressure envelope, rotor blade 

Figure 23 shows the pressure traces at the trailing edge of the 
vane. Since each vane is passed by three rotor blades per cycle, the 
stage pressure trace shows three distinct occurrences of a periodic 
waveform. The average pressure is clearly greater for the stage 
case, although the maximum pressures are very close between the 
two cases. 

Fourier decompositions of the two signals from Fig. 23 are 
shown in Fig. 24. Two abcissas are shown, harmonics of blade 
passing frequency and Strouhal number. The isolated vane cascade 
shows a predominant frequency of St = 0.188. The stage case 
shows a strong peak at the blade-passing frequency. In addition, 
strong peaks occur exactly on harmonics of the blade-passing 
frequency in the vicinity of the vortex shedding frequency of the 
vane cascade. The vortex shedding is being influenced by the 
harmonics of the blade-passing frequency, and the shedding en
ergy is redistributed among a contiguous subset of these 
frequencies. 

Losses. Since the base pressures have been shown in Fig. 21 
to differ between the stage and vane cascade cases, and base 
pressure affects losses, losses through the vane passage warranted 
further examination. The axial distribution of total pressure loss 
through the vane is shown in Fig. 25. Here, the loss is defined as: 

o} = AP,/P:,„ (2) 

J.05 0 0.05 
wetted distance from trailing edge 

Fig. 22 Unsteady pressure envelope, rotor blade trailing edge 

where AP, = Pu„ — P,. There is no significant difference 
between the losses for the two cases. It is interesting to note the 
increase in slope of the curve from the leading edge to trailing edge 
as the boundary layer thickens, with approximately half of the loss 
on the blade surface occurring over the last 10 percent chord. The 
mixing loss and shock loss downstream of the blade row are quite 
significant, particularly close to the trailing edge. 

In order to examine the interaction between the vortex street and 
the trailing edge shock waves in the vane cascade, a Mach number 
contour plot is shown in Fig. 26. The shock wave emanates from 
the trailing edge in a nearly axial direction. Within the domain, 
three wakes interact with the shock wave downstream of the blade. 
The locations of the wake-shock interactions are indicated by 
arrows in Fig. 25. Figure 26 shows significant dissipation of the 
wake each time it passes through the shock wave. 

The total pressure loss across the shock wave can be estimated 
using oblique shock relationships. By estimating the shock loss, 
the mixing loss can also be estimated, since the overall loss is 
known from Fig. 25. There is no significant total pressure loss due 
to numerical dissipation, which may be verified by the negligible 
loss at the leading edge in Fig. 25. 

Flow properties were examined at an arbitrary axial location 
approximately halfway between the trailing edge and the first 
wake-shock intersection, just upstream of the shock wave. At this 
point, the flow angle is 74 deg, the shock angle is 4 deg, and the 
Mach number is 1.261, yielding a Mach number normal to the 
shock wave of 1.185. Using the subscript A to indicate locations 
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Fig. 21 Unsteady pressure envelope, vane trailing edge 
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Fig. 24 Frequency spectra of vane trailing edge pressure traces 

5.0-

Y{cm) 

0.0-
Mmin = 0.00 
Mmam = 1.38 

- 4 . 0 -

Mmin = 0.00 
Mmam = 1.38 

-7.5 - 2 . 6 2.6 

X(cm) 
7.6 12.5 

Fig. 26 Instantaneous Mach number, vane cascade 

upstream of the shock and B to indicate locations downstream of 
the shock, the total pressure ratio across the shock is P,,B/P,,A = 
0.99421 from standard shock tables. From Eq. (2), 

du> = 
dP, 
~p~ 
1 t,m 

(3) 

Approximating dP, by AP„ the loss across the shock is given by 

Pt,A ~~ 't,B 
Aw, = 

P,M, 

Using the expression for wA from Eq. (2), 

P,„ 
Aa) . v =( l - -^~ j ( l - a ) A ) 

(4) 

(5) 

Obtaining w„ = 0.0423 from Fig. 25, Eq. (5) yields Aw, = 
0.00555. The pitch of the blades, normalized by the axial chord, 
is 1.398. At a flow angle of 74 deg, the flow moves axially Ax = 
1.398 X cot (74 deg) = 0.401 each time the pitch is traversed. 
The slope of the shock loss curve on Fig. 25 will therefore be 
AcoJAx = 0.0138. Figure 27 shows the total pressure loss in the 
wake region compared with the slope of the shock loss curve. 
Close to the trailing edge of the blade, the losses increase at a much 
higher rate than the shock loss, so the loss in this region can be 
attributed primarily to wake mixing. The slope of the loss curve 
gradually decreases until it asymptotes to the slope of the shock 
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Fig. 25 Total pressure loss through vane 

0.07 

oj5 0.06 

0.02 

vane cascade 
slope of shock loss 

i 2 3 
axial distance from leading edge (axial chords) 

Fig. 27 Wake region total pressure loss 

loss at approximately 0.36 axial chord beyond the trailing edge. At 
this point, the wake has dissipated sufficiently such that shock loss 
is the primary loss mechanism. 

Conclusions and Recommendations 

• Vane trailing edge vortex shedding occurs at harmonics of 
the blade-passing frequency. 

• Second-order spatial accuracy is insufficient to capture the 
trailing edge vortex shedding frequency or time-averaged 
base pressure accurately. 

• Vane losses are not affected significantly by the rotor blade 
interaction. 

• Close to the trailing edge, wake losses are caused predom
inantly by wake mixing. Further downstream, the losses are 
predominantly due to the shock wave. 

• A difference scheme with fourth-order spatial accuracy 
should be examined to determine whether or not the same 
frequency spectra are obtained as with third-order spatial 
accuracy. 
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Unsteady Heat Transfer in 
Stator-Rotor Interaction by 
Two-Equation Turbulence Model 
A transonic turbine stage is computed by means of an unsteady Navier-Stokes solver. A 
two-equation turbulence model is coupled to a transition model based on integral 
parameters and an extra transport equation. The transonic stage is modeled in two 
dimensions with a variable span height for the rotor row. The analysis of the transonic 
turbine stage with stator trailing edge coolant ejection is carried out to compute the 
unsteady pressure and heat transfer distribution on the rotor blade under variable 
operating conditions. The stator coolant ejection allows the total pressure losses to be 
reduced, although no significant effects on the rotor heat transfer are found both in the 
computer simulation and the measurements. The results compare favorably with experi
ments in terms of both pressure distribution and heat transfer around the rotor blade. 

Introduction 
Despite the inherently unsteady nature of turbomachinery flows, 

the numerical and experimental analysis of modern turbine stages 
is quite often done under steady conditions. With the constant 
improvement in the experimental and computational techniques, it 
is now possible to investigate unsteady turbomachinery flows in 
more detail, although investigation is limited to two-dimensional 
cases (Moss et al., 1997). The possibility to study unsteady three-
dimensional stages is still limited by memory and computer time 
requirements and can be performed only by using quite coarse 
grids, which do not allow the boundary layers to be accurately 
modeled. If the three-dimensional nature of the flow is of primary 
importance, it is possible to use the pitch-averaging technique (Ho 
and Lakshminarayana, 1996). Still, the availability of unsteady 
simulations and measurements will contribute to a better compre
hension of the unsteady phenomena together with the effect of 
changes in the operating conditions such as the Reynolds and 
Mach numbers, the rotational speed, etc. 

Jameson (1991) proposed a time-marching algorithm with a 
double physical-numerical time step, which could be easily em
ployed for the calculation of unsteady flows. From his work other 
authors computed unsteady flows in turbomachines (Rao and 
Delaney, 1990; Rao et al., 1992). Unfortunately, the unequal 
number of blades in the stator and rotor rows can require the 
computation of the whole cascade, which is often unfeasible be
cause of the large memory and computer time requirements. Ac
cordingly, the stage geometry is often slightly modified to allow a 
simulation with a reasonable computing effort. 

The problem of heat transfer deserves special attention, espe
cially for the first stage downstream of the combustor, because of 
the high fluid temperatures. In fact, a large portion of the turbine 
blade boundary layer can be transitional. This implies that an 
accurate prediction of the effects of turbulence is of primary 
importance if losses and/or heat transfer are to be computed in 
presence or absence of cooled blades (Tanuma et al., 1997). 

The present work is devoted to the study of a transonic turbine 
stage with trailing edge coolant ejection and heat transfer on the 
rotor blade under variable operating conditions. The investigation 
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Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine 
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was carried out in cooperation with other international institutions, 
which provided the design of the blade and the experimental 
results that are compared with the computations. To the knowledge 
of the authors, most of the unsteady calculations in the literature so 
far are devoted to the prediction of the pressure and velocity field. 
Still, the unsteady heat transfer phenomenon is of primary impor
tance and there is no evidence that a steady heat transfer calcula
tion will perform like an unsteady calculation. Accordingly, the 
study of the interaction between the stator and rotor rows was 
carried out, accounting for the unsteady transitional nature of the 
boundary layers and heat transfer. 

Description of the Solver 
Algorithm. The implicit time-marching code MDFLOS3D 

solves the unsteady Favre-averaged three-dimensional Navier-
Stokes (N-S) equations in terms of conservative variables. The 
code is here used in a two-dimensional manner, so the two-
dimensional version of the algorithm will be briefly described. The 
solver is based on the scalar approximate factorization proposed by 
Pulliam and Chaussee (1981) and applied to the computation of 
transonic turbine flows by Michelassi et al. (1994, 1997). The 
transport equations, the stencil of which is given in Eq. (1), are 
discretized by using centered finite volumes in curvilinear non-
orthogonal structured grids: 

+ H = 0 

physical numerical 

(i) 

The implicit scalar approximate factorization is originally de
veloped for the computation of steady flows. To take full advan
tage of the implicit formulation, the solver advances in time by 
using a local time step strategy. The unsteady time-accurate solver 
introduces a double time step, as originally suggested by Jameson 
(1991) for explicit time marching algorithms, as shown in Eq. (1). 
The numerical time derivative (n) is used to advance in the 
numerical time with a local time step strategy. The physical time 
accurate derivative (p) acts like a source term, so that when the 
numerical time transient is eliminated, and the numerical time 
derivative is zero, Eq. (1) becomes an unsteady time accurate 
equation. Equation (1) is solved by the usual scalar approximate 
factorization in which the unsteady terms are treated implicitly as 
source terms. For further details about the algorithm see Mich
elassi et al. (1996). 

Afi dQ 8F dG 1 (SFd dG„ 
+ + —z + . —r + At p, dt H dT) Re I n 3T) 
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Turbulence Model. The two-equation model by Wilcox 
(1988) is based on the characterization of the local state of turbu
lence by two parameters: the turbulent kinetic energy k and the 
frequency co = dk, where e is the rate of dissipation of k. The 
eddy viscosity p,, is related to k and <o by 

M> 
pk 

(2) 

and the distribution of k and w is calculated from two model 
transport equations with the original set of constants (Wilcox, 
1988). 

The k-co model, as all the other two-equation turbulence mod
els, was found to overestimate the turbulent kinetic energy in 
stagnation points (i.e., near the leading edge of turbine blades) 
followed by a developing boundary layer. As shown by Kato and 
Launder (1993), the overprediction of k is caused by the presence 
of normal stresses in the expression of the production. To avoid 
this, they reformulated the production rate as the product of rota
tional and irrotational contributions. This approach, while sorting 
a positive effect in terms of losses and transition prediction (Mich
elassi et al., 1997), lacks any physical justification and was there
fore abandoned in favor of a constraint on the turbulence time 
scale T recently proposed by Durbin (1996). This realizability 
constraint, which ensures that the turbulent kinetic energy is al
ways positive, is formulated assuming that the velocity fluctuation 
component normal to the wall is known (i.e., a third transport 
equation is required). When retaining the two-equation model 
stencil under the assumption of isotropic turbulence, the constraint 
on T can be reformulated as a constraint for the frequency co as 
follows: 

1 e 
~ = 7 = max co, 1 

1 

j3* V 8 - I S 2 ! (3) 

Equation (3) clips the specific dissipation rate, which cannot 
reach values below a certain limit, which varies depending on the 
local mean strain S and applies only in boundary layers where the 
local M is below 0.2-0.3. The implementation of Eq. (3) in the 
k-io model helped solve a large portion of the numerical problems, 
together with the desired limitation of the production rate. 

Transition Model. Transition to turbulence in flows over 
turbine blades has been extensively measured and computed 
(Mayle, 1991; Hazarika and Hirsch, 1995). The mechanism of 
bypass transition is influenced by a number of parameters, such as 
turbulence level, pressure gradient, flow curvature, which are 
difficult to include into a model. Transition has a dramatic impact 
on the heat transfer over turbine blades, the proper prediction of 
which has a crucial importance in the design phase. Most of the 
studies on transition for the flow in gas turbines have been carried 
out in steady situations (Johnson and Ercan, 1997) and in the 
presence of turbulence levels that are often smaller than what are 

found in real turbomachines (Hoogendoorn et al., 1997). Addison 
and Hodson (1992) analyze an unsteady transitional boundary 
layer in a low-Re, low-M turbine stage, but the model they present 
still requires validation and tuning for high speed flows. Cho et al. 
(1993) measured an unsteady boundary layer over a turbine blade 
under the influence of a series of wakes generated by a squirrel 
cage. A transition model was tested positively against the mea
surements for the low Mach number under consideration. Follow
ing this work, Michelassi et al. (1997) adapted the formulation to 
the k-co turbulence model for the computation of steady transonic 
turbine blades. The model evaluates a critical Reynolds number, 
Relr, which, if exceeded, indicates that transition has started. Relr is 
computed by using the empirical formulation proposed by Abu-
Ghannam and Shaw (1980). The intermittency function is cast into 
the expression for the turbulent viscosity Eq. (2) as: 

Vt = f, • C,x 
pk 

(3) 

in which/, is computed by using the following expression (Mich
elassi et al., 1997): 

/ , : At \" 

At + (300 -At)-[ 1 
77 / Re„ — Relr 

2 V Recr 

(4) 

7 
Equation (4), which refers to model version A, reaches unity when 
Ree = 2 • Recr, which indicates that the boundary layer is turbulent. 
The parameter a in Eq. (4) controls the rise of/, in the transition 
region (the larger the value of a, the longer the transition length). 

Observe that both the Abu-Ghannam and Shaw correlation and 
the intermittency function, Eq. (4), require the computation of the 
momentum thickness 9 and an estimate of the boundary layer 
thickness. Following the work of Cho et al. (1993), who used a 
similar approach, and after intense numerical testing and validation 
in typical turbine geometries (Michelassi et al., 1977; Migliorini 
and Michelassi, 1997), this was accomplished by defining the 
boundary layer edge as: 

<0 = «min + (W„ o>raill)-0.01 

in which a>min and aJmM are respectively the minimum and maxi
mum values of the vorticity in the cross section. The intermittency 
function was computed at each time step on the basis of the 
instantaneous velocity, pressure, and turbulence fields. 

Using the previous model the predicted intermittency function 
might have large variations from one time step to the next. In order 
to introduce a sort of history effect on the intermittency and 
stabilize the boundary layer state, it was decided to add a transport 
equation for/, in the model version B as follows: 

dt d£ 5T) 
0 (5) 

Nomenclature 

A + = transition model constant 
C = chord 

C^ = turbulence model constant 
/ , = intermittency function 

F, G = convective flux vectors 
Fd, G,, = diffusive flux vectors 

H = source vector 
k = turbulent kinetic energy 

M = Mach number 
Nu = Nusselt number 

P = pitch 
q = mass flow rate 
Q = vector of unknowns 

Re = Reynolds number 
S = mean strain 
t — time 

T = temperature 
Tu = turbulence level 

a = transition model constant 
j3* = turbulence model constant 

e = turbulence dissipation rate 
9 = momentum thickness 

£, 17 = curvilinear coordinates 
p> = viscosity 
p = density 
T = turbulence time scale 

co = vorticity 
&) = turbulence frequency 

Subscripts 

ex = exit 
is = isentropic 
r = rotor 
s = stator 
t = turbulent 

tr = transitional 
0 = total quantity 
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Fig. 1 Stator grid 

The value of the intermittency function placed in Eq. (3) is the 
maximum of the values computed by Eqs. (4) and (5) at each time 
step. The model is not used in a narrow region on the rotor leading 
edge since the assumption of a laminar or turbulent leading edge 
did not affect the further development of the boundary layer. 

Grids. Although the experiments are carried out on a annular 
test rig, the computer simulations are run in a two dimensional 
midspan geometry to reduce the computational effort. The com
puter program, coded in three dimensions, is used here in a 
two-dimensional manner by solving one control volume only in 
the radial direction. The stator and rotor blade rows are then 
assumed to be linear. The I-type 200 X 104 grid, shown in Fig. 1, 
is one of the most general possibilities when staying with simply 
connected or single block grids. The equivalent grid for the rotor 
blade with 258 X 153 points is shown in Fig. 2. The grids are 
nearly orthogonal in the crucial stagnation point region. A close up 
view of the trailing edges is shown in Figs. 1 and 2, with the cut 
on the pressure side of the stator blade for the coolant ejection. 

The exact rotor pitch at midspan is P, = 54.0427 mm, while 
for the rotor row the pitch is P, = 36.3099 mm. To have a nearly 
periodic problem, one can solve two stator blades and three rotor 
blades since the pitchwise extension of the stator is 2 X Ps = 
108.0854 and the pitchwise extension of the rotor is 3 X Pr = 
108.9297. To have a fully periodic calculation, the previous two 
lengths should be equal. Since the mass flow rate is controlled by 
the size of the stator row, it was decided to keep the dimensions of 
the stator row unaltered and change the dimensions of the rotor 
row to have 2 X Pt = 3 X PT. The dimensions of the rotor row 
can be changed in three ways: 

• Reshape the pitch and the blade size by a scaling factor 
SC = 2 X PJ3 X Pr = 0.992249. In this way the overall 
rotor row is reduced in size by a factor 0.775 percent. 

• Change the pitch of the rotor row so as 2 X Ps = 3 X Pr. 
In this way the overall shape and size of the rotor blade is 
kept unaltered, while the throat area is reduced approxi
mately of 0.7 percent. 

• Operate the scaling of the previous point, but rotate the rotor 
blade to maintain the original throat area. 

Fig. 2 Rotor grid 

Of the three, it was decided to use the first. The third option, 
while theoretically able to give a realistic reproduction of the 
original geometry, alters the rotor exit flow angle, which can cause 
the boundary layer separation on the suction side. 

While the stator has a constant height, the rotor passage has the 
variable height in the test rig qualitatively sketched in Fig. 3. The 
small reduction in the rotor throat area was then compensated by 
the grid expansion in the radial direction. This shape of the channel 
requires a quasi-three-dimensional calculation, which is simulated 
by using a variable cross section thickness in the radial direction. 
The spanwise expansion of the rotor channel was further adjusted 
so as to match the measured mass flow rate. 

Boundary Conditions. The stator inlet total pressure, temper
ature, and inlet flow angle, and the rotor exit static pressure are 
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Fig. 3 Qualitative shape of the rotor channel 
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given to match with the experimental conditions. The inlet turbu
lence level (1.6 percent) and turbulence length scale (1 percent P,) 
are fixed at the stator inlet. The value of the turbulence length 
scale, which governs the decay rate of turbulence, was selected on 
the basis of a previous validation of the model (Migliorini and 
Michelassi, 1997) against similar wind tunnel data. At the stator 
inlet, the static pressure is extrapolated, while the transported 
quantities are extrapolated at the rotor exit. A viscous adiabatic 
condition is set on the stator blade surface, whereas the surface 
temperature is fixed on the rotor blade, where the velocities are set 
to zero and the static pressure is computed by using a zero 
derivative normal to the wall. The turbulent kinetic energy is set to 
zero and w has a constant value on the solid boundaries (Wilcox, 
1988). On the interface of the five subdomains the grid point 
distribution is not periodic. The continuity of the solution is 
enforced by extending the grid of each subdomain which overlaps 
on the neighboring subdomain. Details of the grid overlapping can 
be found in Michelassi et al. (1997). 

le-05 

le-06 i 

50 100 150 200 250 300 350 400 450 500 

cumulative iteration no. 

(a) Stator 

Experimental Data Set 

The wide set of measurements (Sieverding et al., 1998) have 
been carried out on a annular cascade. The test rig is a compression 
tube annular cascade of the blow-down type. Air is supplied by a 
large cylinder, which stores compressed air at 250 bars, through a 
free-moving lightweight piston. The testing time varies from 0.5 to 
1 s. The operating conditions are as close as possible to modern 
aeroengines, with the only exception of the inlet total temperature, 
which was set to 450 K in the experiments against values of the 
order of 1800 K for real operating conditions. The stator and rotor 
Re based on exit conditions and axial chord length are 9 X 105 and 
7 X 105. 

The midspan pressure distribution on the rotor blade is mea
sured in 24 points by using flush-mounted fast response pressure 
transducers, the accuracy of which is approximately 1 percent 
(Sieverding et al., 1998). The midspan heat transfer rate is mea
sured in the same 24 positions by using thin film gages. The gages 
allow Nu to be measured with an accuracy of 7 percent (Sieverding 
et al., 1998). The transducers are connected to the in-shaft elec
tronics. 

The measurements are performed for several rotor revolutions to 
extract average and instantaneous values of Mis and Nu with a 
sampling frequency of 4300, 4658, and 4873 Hz for 6000, 6500, 
and 6800 rpm, respectively. The design rotational speed is 6500 
rpm, which implies a tangential velocity of 250 m/s at midspan. 
The angular speed of the rotor blade changes approximately 5 
percent during a typical 0.5 s test with an initial 6500 rpm and an 
acceleration of 700 rpm/s. The effect of the change on the heat 
transfer and pressure measurements on the rotor blade surface is 
negligible (Sieverding et al, 1997). 

The stator exit Mis is approximately 1.05 with an inlet flow angle 
of 0-deg. The relative rotor inlet M is 0.45, and the relative exit 
Mach number of the rotor row is 0.934. Under these conditions the 
stator row is chocked and controls the mass flow rate. The inlet 
turbulence level is approximately 1.6 percent. Measurements have 
been carried out with and without cool air ejected through a slot 
from the pressure side of the stator blade (see Fig. 1). The coolant 
mass flow rate was 3 percent of the inlet mass flow rate, and the 
coolant total temperature was 0.72T0. 

Computational Results and Comparison With Experi
ments 

Computational Details. The computer simulations of the 
stator-rotor interaction are initialized with a still rotor. Once a 
steady converged solution is reached, the rotor grids are shifted in 
the tangential direction. Each rotor blade requires 50 or 100 
physical time steps to pass in front of a full stator blade pitch. The 
CFL number is 15 for the N-S equations and 10 for the k-co step. 
The artificial damping weights are \ for the second order and ^ for 

le-06 -

le-07 
100 150 200 250 300 350 400 450 500 

cumulative iteration no. 

(b) rotor 

Fig. 4 Convergence histories 

the fourth order. All the numerical simulations were performed on 
a Digital-Alpha Workstation 600/333. The code size is 120 Mb and 
it requires approximately 24 to 36 hours to compute a solution, 
which is periodic in time. 

Figure 4 shows the typical convergence history of an unsteady 
run. The abscissa gives the cumulative iteration number, while the 
ordinate reports the equation residual. Each time step is considered 
converged when the residual drops below 10~6. Figure 4(a) shows 
that the stator rows converge in approximately 5 to 15 iterations, 
while the rotor requires typically twice as much iterations to reach 
the same convergence level. This is due to the transonic nature of 
the stator according to which the stator row feels only very weak 
disturbances from the rotor. Conversely, the rotor row feels the 
passing stator wakes, which can induce large modifications in the 
flow field from one time step to the other. 

A good indicator of the time-periodicity of the solution is the 
load, computed as the integral of the pressure distribution around 
the stator and rotor blades. Figure 5 shows the behavior of the 
stator and rotor blade loads against the time step. 100 steps 
correspond to a rotor translation equal to the stator pitch. Figure 
5(a) shows that the stator reaches steady state quite soon. The 
small load fluctuations are caused by changes in the backpressure 
induced by the passing rotor. Still, the fluctuations are very small, 
if compared to those of the rotor shown in Fig. 5(b). The rotor 
blade reaches a periodic state after approximately 200-250 time 
steps, thereby after a 2-2.5 X Ps shift of the rotor. This amount 
of iterations for the startup constitutes a sort of computational 
overhead since the results obtained in this preliminary phase are 
substantially useless. To reduce the computational time of the 
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Fig. 5 Unsteady blade load 

start-up time, it was decided to perform the first 200 iterations 
doubling the physical time step, thereby reducing by half the 
number of steps required to reach a periodic solution. 

The numerical simulations are performed in two basic config
urations, which differ in the gap between the stator trailing edge 
and the rotor leading edge. In the first computed configuration the 
gap is 0.5 X C,_„, whereas in the second the gap is reduced to 
0.35 X Cs_„. The same two geometries were measured at VKI 
(Sieverding et al., 1997) with and without coolant ejection from 
the stator pressure side. Of the two, only the large gap case was 
modeled here with and without coolant ejection, while the small 
gap case was computed with the coolant jet only. A set of prelim
inary runs were performed to set up the quasi-three-dimensional 
grid able to reproduce the experimental geometry with the best 
accuracy possible. As mentioned in the section about the compu
tational grid, the spanwise expansion of the rotor channel, which is 
present in the experiments (see Fig. 3), was adjusted to compensate 
the reduction in the rotor size. The quasi-three-dimensional nature 
of the grid was compulsory since a set of preliminary calculations 
indicated that the mass flow rate of the stage was limited by the 
throat area of the rotor when assuming a constant thickness of the 
stream tube in both the stator and the rotor rows. This caused the 
choking of the rotor and not of the stator. The constant thickness 
stream tube approximation was then abandoned in favor of the 
quasi-three-dimensional approach. Figure 6 shows the effect of the 
spanwise expansion of the rotor channel on the distribution of the 
isentropic Mach number on both the stator and rotor blades. The 
plots show the Mis profile averaged over 100 time steps for both 
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Fig. 6 M|S profiles on the stator and rotor rows 

the stator and the rotor blades. When expanding the rotor blade 
height from 16 to 21 percent there is a large change in the stator 
blade Mis (see Fig. 6(A)) especially in the throat and supersonic 
sections. This change is due to the increase in the rotor throat area 
with a consequent increase on the mass flow rate. The design 
isentropic exit Mach number of the stator is 1.05, and this value is 
matched only when using the 21 percent spanwise expansion ratio. 
The kink visible at xlCax = 0.9 on the pressure side is caused by 
the sharp edge in proximity to the coolant ejection hole. Figure 
6(b) shows the effect of the expansion variation on the rotor 
relative Mis profile, including the average unsteady measurements 
(Sieverding et al., 1998). Here the prediction on the suction side 
tends to the experiments when moving from 16 to 21 percent. 

Isolated Stator and Rotor Rows. Prior to the final runs, the 
flow around the stator and the rotor blades have been computed 
separately to assess the grid requirements. On the basis of previous 
experience with this solver it was decided to use a relatively coarse 
grid for the stator (200 X 104) because of the adiabatic nature of 
the boundaries. Figure 7 compares the computations and the mea
surements of the stator-only exit flow angle. The flow turning is 
overestimated of less than one degree, which corresponds to a 
positive incidence on the rotor blade. Figure 8 shows the effect of 
the positive incidence on the Mis profile around the rotor blade. 
The leading edge section is highly affected and, as will be seen in 
the following sections, this can have an impact on the heat transfer 
predictions. 

The rotor grid is more refined (258 X 153) because of the need 
to compute the Nusselt number profile around the blade. The 
turbulence and transition models implemented for the calculations 
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Fig. 7 Isolated stator row exit flow angle Fig. 10 Local Mach number at two consecutive time steps 

has been validated in several steady flows (Michelassi et al., 1997; 
Migliorini and Michelassi, 1997). 

The isolated rotor row was studied with an inlet turbulence level 
of 1.6 percent (equal to the stator inlet level) and an inlet turbu
lence length scale equal to 0.01 X P„. 

Figure 9 compares the average experimental Nusselt number for 
the 0.5 X Co,j, case with the predictions obtained by computing 
the rotor row alone. The various curves refer to different values of 
the coefficient a in Eq. (4). The plot shows that the predicted level 
of Nu on the pressure side are always in good agreement with 
experiments. On the suction side the average experimental profile 
shows that the onset of transition is probably spread in the range 

Fig. 8 Isolated rotor Mi, at variable incidence 

3000 

0.4 < sIS < 0.8. This comparison shows that, regardless of the 
choice of the transition model constant a, which allows the length 
of transition to be controlled, the computation of the isolated rotor 
gives an unrealistic description of the Nusselt number on the 
suction side. Although the differences can be partly imputed to 
deficiencies in the turbulence and transition models, most of them 
are caused by the unsteadiness and the turbulence characteristic 
changes across the stator row, which can be accounted for only by 
computing the unsteady stator-rotor interaction, which is the sub
ject of the next sections. 

The Unsteady Flow Pattern. Prior to the quantitative analy
sis, the overall rotor flow pattern is described. Figures 10 and 11 
refer to the large gap case with coolant ejection from the stator 
blade trailing edge. 

Figure 10 shows the local Mach number isolines at two consec
utive time steps. The three rotor domains show the relative Mach 
number so that the isolines are not continuous across the stator-
rotor interface. A weak shock impinges on the suction side of the 
stator. Its reflection is weak and can be hardly detected in the plots. 
When the stator wake hits the rotor leading edge, a large low-
speed-low-total-pressure spot is convected downstream on the 
pressure side. On the suction side the disturbance is convected at 
a higher speed with respect to the pressure side. This causes a 
complex interaction between the wake effect on the suction and 
pressure sides of the wake, which gives the complex blade load 
pattern shown in Fig. 5(b). The development of the low-
momentum area can be clearly followed until the trailing edge, 

Fig. 9 Isolated rotor row Nu with different values of a 
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Fig. 11 Static pressure at two consecutive time steps 
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although the effect of the large turbulence level, which will be 
discussed next, highly promotes the wake smearing. 

On the pressure side, the low-Mach-number spot can be easily 
detected and survives till the trailing edge. The static pressure 
isolines (Fig. 11) show the expansion and recompression waves 
interaction between stator and rotor. Apparently, the supersonic 
flow region departing from the stator suction side does not reach 
the rotor blade, since the pressure isolines on suction side exhibit 
a pattern that is very weakly affected by the passing wakes. The 
static pressure pattern on the suction side of the rotor blade varies 
in time also after the expansion where the flow reaches its maxi
mum velocity of the order of M = 1.1. The small variations of the 
stator pressure distribution are limited in the supersonic region in 
between the weak shock and the trailing edge. Figure 11 indicates 
that the pressure fluctuations fade away in the stator vane due to 
the filtering effect of the supersonic flow region. Figures 12 and 13 
show the turbulence level based on local velocities and streamlines 
on the rotor for three consecutive time steps. In the first (Figs. 
12(a) and 13(a)) the stator wake travels close to the rotor suction 
side, then hits the rotor leading edge (Figs. 12(b) and 13(b)), and 
finally reaches the rotor pressure side (Figs. 12(c) and 13(c)). 
Figure 12(a) shows that Tu reaches a peak of 18-20 percent in the 
core close to the left-most side of the computational domain. 
Anywhere else Tu is below 2 to 4 percent. When the wake hits the 
leading edge (arrow in Fig. 12(b)) the large velocity gradients 
together with the large values of the kinetic energy convected from 
the stator trailing edge increase Tu by 30 percent and more. This 
peak is located in proximity to the rotor leading edge, and is then 
convected downstream, as pointed out by the arrow in Fig. 12(c) 
where the peak of Tu moves with the mainstream on the pressure 
side. Apparently the maximum Tu spot moves downstream with a 
small rate of decay. Still, the flow acceleration on the pressure side 
decreases and eventually moves and stretches this spot toward the 
wall, as shown by the arrow in Fig. 12(a). When looking at the 
suction side, only the first plot indicates large values of Tu, which 
are then dissipated while the effect of the wake fades away. Unlike 
on the pressure side, on the suction side there is no evidence of 
high turbulence spots. In general the cooling jet produced small 
changes in the turbulence flow field in the wake. 

The streamlines at the first of the three time steps (Fig. 13(a)) 
show a thickening of the boundary layer on the pressure side in 
proximity to the Tu spot evidenced in Fig. 12(a). This spot is then 
convected away in Fig. 13(b). Figure 13(c) shows the formation of 
the next thickening of the boundary layer (in the same position of 
the high-Tu spot) as visible on the pressure side in proximity to the 
leading edge. 

Large Gap (0.5 x CM,S) With and Without Coolant Ejection. 
In this configuration the axial distance between the stator t.e. and 
the rotor I.e. is 0.5 X C w . The large gap case is computed 
without and with the stator pressure side coolant ejection and at 
6000, 6500, and 6800 rpm. The coolant mass flow rate is 3 percent 
of the overall mass flow rate at the nominal 6500 rpm rotational 
speed. 

Figure 14 compares the computed and measured average Mis. 
The profiles are averaged over a full rotor revolution for the 
experiments and over one passage of a rotor vane in front of two 
stators after a periodic-in-time solution is achieved for the com
putations. The stator row shows how large the aerodynamic effect 
of the coolant is in case of the pressure side ejection. When the 
coolant mass flow rate is zero, the first shock is caused by the 
expansion wave followed by a compression departing from the 
flow recirculation on the pressure side (see Fig. 15(a)). The second 
shock is the usual fish-tail shock departing from trailing edge 
vortices. When switching on the coolant jet, the first expansion-
shock wave is washed away since the flow recirculation on the 
pressure side disappears (see Fig. 15(b)). The effect of the coolant 
jet is evident in Fig. 14(a), which shows that only the fish-tail 
shock survives. This effect was already observed in the steady 
calculations. 

(a)Tu=0-20% 10 levels 

(b)Tu=0^0% 10 levels 

(c)Tu=0-20% 10 levels 

Fig. 12 Turbulence level Isolines at three time steps 

The effect of the coolant jet on the rotor fades away, as proved 
by the Mis profiles in Fig. 14(b). There are only marginal differ
ences in the averaged isentropic Mach number profiles, and these 
are due to the small changes in the wake depth caused by the 
coolant jet. The Mis profile on the rotor is very similar to a set of 
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Fig. 13 Streamlines at three time steps 

steady three-dimensional calculations performed on the annular 
rotor cascade (Sieverding et al., 1998) and to those of Fig. 6(b). 
Some very small differences arise in the leading edge region on the 
suction side where the flow acceleration predicted by the unsteady 
computations is slightly stronger than that given by the steady 

x/Cax 

(b) rotor 

Fig. 14 Isentropic Mach number profiles 

calculations. This seems to indicate an interaction between the 
rotor and the wake, which affects the rotor inlet flow angle. 

The effect of changes in the rotational speed are shown in Fig. 
16 where the large gap configuration is studied at 6000 and 6800 
rpm. It is interesting to observe that the reduction in rpm induces 
a positive incidence on the rotor, as proved by the acceleration on 
the suction side in proximity to the leading edge, and also a 
modification of the Mis profile on the stator in which the shock 
moves slightly downstream. The rotor profile is largely affected by 
the rpm variation, but the computations showed no flow separation 
despite the large angle of attack. Figures 14 and 16 show that the 
simulations, while predicting the correct trend with rpm, always 
tend to underestimate the flow acceleration on the suction side in 
proximity to the leading edge. This disagreement with the exper
iments fades away while moving downstream, and cannot be 
imputed only to some inaccuracy in the prediction of the flow 
angle, but are probably also due to some shock smearing. In fact, 
a positive angle of attack always gives a subsonic flow in the 
region 0.2 < x/Calc < 0.4 (see Fig. 8), whereas the unsteady 
measurements indicate that the average flow is transonic (see Fig. 
14(b)). In other words the measurements seems to indicate that the 
flow acceleration for 0.2 < xlCax < 0.4 is caused by the 
interaction with the trailing edge shock departing from the rotor. 

The computed rotor inlet/outlet flow angles, mass-averaged over 
one pitch, are shown in Figs. 17 and 18. The lack of flow mea
surements prevents from any comparison, but the analysis of the 
computed angles helps in understanding the flow pattern. Figure 
17(a) shows that the stator exit flow angle ranges from 72.5 to 73.7 
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(a) qjet=0% 

(b) qJet=3% 

Fig. 15 Flow pattern detail in proximity to the stator t.e. 

deg, which is close to what is found for the isolated stator row in 
which the average exit flow angle (with respect to the axial 
direction) is 73.6 deg. 

Still, changes in rotor rpm and coolant mass flow rate do not 
affect the average and scatter of the flow angle. When considering 
the relative flow angle, computed in the tangential plane immedi
ately upstream of the rotor leading edge shown by the arrow in Fig. 
2, the differences are amplified. The computations with and with
out coolant jet show a difference of the order of 3 deg, which 
explains the small changes observed in the Mis profiles in Fig. 
14(b). The large variations of the 6000 and 6800 rpm calculations 
are due to the change of the rotational speed. Still, the shape of the 
angle variation versus the time step is similar for the four calcu
lations. This indicates that the overall flow pattern remains sub
stantially unaltered. The computed relative exit flow angles, shown 
in Fig. 18, refer to the large gap case with and without coolant 
ejection at the nominal rpm (6500) and with coolant ejection at 
variable rpm (6000-6800). The plot shows that the rotor relative 
exit flow angle does not feel the presence or absence of the cooling 
jet and it is also insensible to the angular speed variations. 

The analysis of the heat transfer is made by comparing the 
measured and computed Nusselt number over the rotor surface. 
The leading edge is positioned at J = 0 and the curvilinear wall 
distance is normalized by the distance of the last measured point 
on the suction side. Figure 19 compares the averaged Nusselt 
number in which the experiments have been conducted only with 
the cooling jet. There is a dramatic change with respect to the 
steady calculations of Fig. 9. The computations with the coolant jet 
are closer to the experiments on both the suction and the pressure 
sides, although in the leading edge region the code predicts values 
of Nu, which are smaller than the experiments. The agreement 
rapidly improves when moving downstream. The small level of the 
predicted Nusselt number in the range - 2 0 percent < s < 20 
percent is not likely to be caused by an insufficient turbulence level 
predicted in the leading edge region since the turbulence levels 
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Fig. 16 Effect of rotational speed variation 

shown in Fig. 12 are well above 5 to 10 percent, which is more 
than enough to induce transition. The situation is not substantially 
altered when introducing an extra transport equation for the inter-
mittency function (model B in Fig. 20) which causes a steeper rise 
of Nu on the suction side and a small improvement on the pressure 
side. The exponent a in Eq. (4) allows the length of transition to 
be controlled. Values of a below unity and smaller than two induce 
a steep rise of the intermittency function thereby reducing the 
transition length. Moreover, Fig. 20 indicates that when reducing 
a from 2.00 to 1.25, the situation marginally improves in the range 
- 2 0 < 5 < 20. 

Apparently, the underestimation of Nu close to the leading edge 
is partly governed by some inaccuracy in the aerodynamics pre
diction. This is proved by Fig. 21, in which the predicted averaged, 
minimum, and maximum values of Mis are compared with the 
respective measurements. On the pressure side, and on the suction 

10 20 30 40 50 60 70 80 90 100 10 20 30 40 50 60 70 80 90 100 

Step Step 

(a) absolute (stator exit) (b) relative (rotor inlet) 

Fig. 17 Flow angles in the stator-rotor gap 
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Fig. 18 Relative rotor exit flow angle 

side for x/Cax > 0.45, computations and experiments agree on 
both the average and the minimum and maximum values. The 
agreement deteriorates on the leading edge suction side where the 
code predicts velocity levels up to 20 percent smaller than what is 
indicated by the experiments. This disagreement is stemming from 
an underestimation of the angle of attack in some wake interfer
ence configurations, as indicated by Fig. 8, which shows how a 
large positive angle of attack can modify the leading edge pressure 
distribution. Moreover, as proposed by Giles (1988), the shock 

0.4 0.6 

x/Cax 

Fig. 21 Isentropic Mach number fluctuation range 

departing from the suction side of the stator trailing edge impinges 
on the nose of the passing rotor blade thereby inducing large 
pressure fluctuations. The predicted pressure, and Mis, fluctuations 
are somewhat smeared because of the grid skewness, which intro
duces some numerical diffusion. 

A more significant comparison is done in Fig. 22, which shows 
the instantaneous measured and computed Nu in 24 instants with 
a 0.04 X Ps step. The leading edge Nusselt number is generally 
underpredicted at each step, but it is interesting to see that the 
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transition point on the suction side is often detected correctly such 
as at steps 4-5-9-10 and others. The use of the extra transport 
equation for the intermittency function generally improves the 
predictions mostly on the pressure side where the experiments 
show a weak effect of the passing wake. Conversely, on the 
suction side, it is possible to follow the passing wake by observing 
the peak of the measured and computed heat transfer, which is 
shifted downstream and slowly smeared. This phenomenon is 
captured by the computations with a good degree of accuracy. 

The effect of the passing wakes on the rotor heat transfer can be 
traced in Fig. 23, which shows how the peak of Nu is moving 
downstream. It is now easy to follow the development of the 
transition point in time. The triggering effect of the wake is not 
very large since the transition point on the suction side ranges 
between 0.2 < S/S,mx < 0.38, regardless of the presence of the 
cooling jet. This is understandable on account of the large turbu
lence level, which is mainly responsible for the onset of transition, 
at least in the computer simulation code. The peak on Nu tends to 
smear in time and apparently the heat transfer increases in time 
while approaching the trailing edge because of the mentioned 
effect of the wake. This phenomenon is caused by the developing 
transition of the boundary layer. When comparing steps 0.5 and 
0.7, the isolines spread in space and the Nusselt number increases 
also in the upstream direction for both the qje, = 0 and 3 percent 
mass flow rate cases. In such a situation the computations indicate 
that the boundary layer thickness has increased and the elliptic 
flow region close to the rotor blade suction side has grown. This 
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Fig. 24 Isentropic Mach number profiles 

elliptic effect can have a large impact on the determination of the 
hot spots on the rotor blade. 

Small Gap (0.35 x Cmf) With Coolant Ejection. When 
reducing the gap between the blade rows, the overall flow pattern 
remains unchanged. Figure 24 shows the isentropic Mach number 
profiles on both the stator and rotor blades. The stator behaves very 
similarly to the larger gap case, while the rotor shows some 
differences with respect to the larger gap case especially in the 
throat. Apparently the average pressure distribution on the rotor 
feels the stronger disturbances coming from the stator row because 
of the shorter distance the wake and the shocks have to travel. 
Surprisingly, this has a weak impact on the averaged heat transfer 
rate that shows very little changes with respect to the 0.5 X Cax 

case (see Fig. 25). The computations like the experiments do not 
show a clear average onset of transition on the suction side, unlike 
the 0.5 X C„, case, in which the onset of transition was clearly 
detectable at s/smm <*> 30. Experiments and computations agree in 
indicating a nearly flat Nusselt number distribution on the blade 
suction side. The pressure side profile is almost identical to the 
larger gap case with the same underestimation of the heat transfer 
rate, which extends up to 50 percent of the blade. Overall, the 
0.35 X C„,j gap case does not give any extra information with 
respect to the 0.50 X C „ case in terms of unsteady behavior and 
flow angles. 

Conclusions 
The availability of a set of unsteady experimental data on the 

interference between the stator and rotor rows of a transonic 

4000 

3500 

3000 

2500 

<pmp : jet 
exp..:..jet.....o 

12000 
1500 
1000 
500 

0 
-100 -50 0 50 100 

s(%) 

Fig. 25 Nu profile with jet, small gap 

446 / Vol. 121, JULY 1999 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



turbine stage allowed a careful testing of an unsteady flow solver. 
The various configurations differ in the gap in between the stator 
and rotor rows and in the mass flow rate of the pressure side 
coolant ejection in the stator blade. The computed steady and 
unsteady average isentropic Mach number distribution show very 
little differences for all the configurations reported here. The 
experiments show some interaction between the stator wake, the 
shock pattern, and the rotor leading edge pressure distribution 
which is slightly underestimated by the predictions. The measure
ments do not include any flow angle traversing immediately up
stream of the rotor leading edge, but the numerical simulation 
proved that the isentropic Mach number distribution moves toward 
the right direction when applying a positive incidence angle. This 
corresponds to the flow status immediately upstream of the stator 
trailing edge shock, where the absolute velocity is maximum. 
Conversely, the rotor experiences a negative incidence angle deep 
in the wake so that the pressure distribution range, especially in 
proximity to the leading edge, is governed by the mutual effect of 
the wake and of the shock. Part of the inaccuracy of the predictions 
in the rotor leading edge area could be induced by the interaction 
between the stator trailing edge shock impinging on the rotor 
leading edge and the stator wake. Apparently the impact of the 
artificial dissipation, which is undeniably responsible of some of 
the numerical diffusion, could not be controlled by decreasing the 
artificial dissipation weights. 

The heat transfer rate, here computed in terms of Nusselt num
ber, changes dramatically from a steady to an average unsteady 
case. The large number of unsteady computations performed in
dicates that the Nusselt number profile on the rotor blade is not 
highly sensitive to the length of the gap between the stator and the 
rotor and to the mass flow rate of the coolant jet. The transitional 
nature of the rotor boundary layer seems to be governed mainly by 
the stator trailing edge shocks and static pressure unsteadiness for 
the leading edge region of the rotor. When the stator blade shock 
does not impinge on the rotor blade, the boundary layer is mostly 
governed by the large turbulence level convected downstream of 
the stator row. This analysis is confirmed by the underprediction of 
the computed Nusselt number with respect to the measurements in 
the first 20 percent of the rotor blade where the effect of the stator 
shocks is large. The agreement progressively improves while mov
ing downstream along the rotor blade surface. In this flow region, 
the effect of turbulence (the turbulence level reaches values of the 
order of 30 percent) on the boundary layer status and heat transfer 
rate is very large and the effect of the stator shocks fades away. 
The heat transfer rate predictions, and experiments, indicate that 
the transition point travels downstream and this presumably fol
lows the high turbulence level spot induced by the stator wake. 

In conclusion, the comparison between predictions and mea
surements definitely proves that the heat transfer rate on a rotor 
blade cannot be realistically computed by assuming a steady flow 
condition, and a full unsteady computation is compulsory. The 
adopted turbulence and transition models, although not specifically 
developed and/or tuned for this test case, proved adequate for the 
determination of the unsteady heat transfer level with a reasonable 
degree of accuracy. It is necessary to observe that the computa
tional model was validated so far only for steady flow situations. 
The computations also showed that the aerodynamic field and the 
heat transfer are strictly linked and that some of the inaccuracy in 
the predictions of the former have an impact on the latter. 
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Effect of Unsteady Wake With 
Trailing Edge Coolant Ejection 
on Film Cooling Performance for 
a Gas Turbine Blade 
The effect of unsteady wakes with trailing edge coolant ejection on surface heat 
transfer coefficients and film cooling effectiveness is presented for a downstream 
film-cooled turbine blade. The detailed heat transfer coefficient and film effectiveness 
distributions on the blade surface are obtained using a transient liquid crystal tech
nique. Unsteady wakes are produced by a spoked wheel-type wake generator upstream 
of the five-blade linear cascade. The coolant jet ejection is simulated by ejecting 
coolant through holes on the hollow spokes of the wake generator. For a blade 
without film holes, unsteady wake increases both pressure side and suction side heat 
transfer levels due to early boundary layer transition. Adding trailing edge ejection 
to the unsteady wake further enhances the blade surface heat transfer coefficients 
particularly near the leading edge region. For a film-cooled blade, unsteady wake 
effects slightly enhance surface heat transfer coefficients but significantly reduces 
film effectiveness. Addition of trailing edge ejection to the unsteady wake has a small 
effect on surface heat transfer coefficients compared to other significant parameters 
such as film injection, unsteady wakes, and grid generated turbulence, in that order. 
Trailing edge ejection effect on film effectiveness distribution is stronger than on the 
heat transfer coefficients. 

Introduction 
Turbine blade surface heat transfer is affected by the unsteady 

wakes generated by upstream vane trailing edges and blade 
rotation. Typical first stage vanes are cooled and some of the 
spent coolant is ejected from slots in the trailing edges. The 
ejected jets combine with the unsteady wakes and produce com
plex effects on the downstream blade heat transfer. The knowl
edge of effects of trailing edge ejection on downstream blades 
is important to estimate the actual heat load on the blades. 
Typically, studies have focused on the effects of unsteady wakes 
on uncooled and film cooled blades. However, there is no com
prehensive study on the combined effects of upstream unsteady 
wakes and trailing edge ejection jets on a downstream film-
cooled blade. 

Nirmalan and Hylton (1990) and Camci and Arts (1990) 
studied heat transfer coefficients on film cooled turbine blades. 
Takeishi et al. (1992) compared the film effectiveness values 
for a stationary cascade influenced by 4 percent mainstream 
turbulence intensity and for a rotor blade using the heat-mass 
transfer analogy. Ito et al. (1978) and Haas et al. (1992) studied 
the effect of coolant density on film cooling effectiveness on 
turbine blades under low mainstream turbulence levels. Abhari 
and Epstein (1994) conducted heat transfer experiments on a 
film-cooled transonic turbine stage in a short duration turbine 
facility. They measured steady and time resolved, chord-wise 
heat flux distributions at three spanwise locations. They con
cluded that film cooling reduces the time-averaged heat transfer 
by about 60 percent on the suction surface compared to the 
uncooled rotor blade. However, the effect is relatively low on 
the pressure surface. 

Ou et al. (1994), Mehendale et al. (1994), and Du et al. 
(1998) simulated unsteady wake conditions over a linear turbine 
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International Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, 
Sweden, June 2 -5 , 1998. Manuscript received by the ASME Headquarters April 
1, 1998. Paper No. 98-GT-259. Associate Technical Editor: R. Kielb. 

blade cascade with film cooling. They studied the effects of 
unsteady wakes on a model turbine blade with multiple-row 
film cooling using air and C0 2 as coolant. They concluded that 
local heat transfer coefficients increase and film effectiveness 
values decrease with an increase in unsteady wake strength. 
They also concluded that higher density coolant (C02) provides 
better film effectiveness at higher blowing ratios than lower 
density coolant (air). Du et al. (1998) presented detailed heat 
transfer coefficient and film effectiveness distributions using 
a transient liquid crystal technique. The detailed distributions 
indicate strong film jet effect in the near-hole regions on the 
blade. The detailed results also clearly show the local film cool
ing behavior and its effect on the start of boundary layer transi
tion on the suction surface. 

Dunn (1986) measured heat flux ratios for the rotor blade of 
a Garrett TFE 731-2 HP full-stage rotating turbine under the 
effects of NGV trailing edge ejection. They found that the trail
ing edge ejection significantly increases local blade heat transfer 
up to 20 percent streamwise distance from the leading edge on 
the suction surface and up to 10 percent streamwise distance 
on the pressure surface. Du et al. (1997) studied the effect of 
trailing edge ejection from a spoked wheel type wake generator 
on an uncooled blade in a five-blade linear cascade. They indi
cated that the trailing edge jets compensate the velocity defect 
caused by unsteady wakes and cause an increase in free-stream 
velocity and produce a more uniform turbulence intensity profile 
impinging on the downstream blades. The net effect of trailing 
edge ejection was to increase heat transfer near the leading edge 
region on both the pressure and suction surfaces. 

The present study is a continuation to Du et al. (1997, 1998). 
Du et al. (1998) presented the singular effect of unsteady wakes 
on blade surface heat transfer coefficients and film effectiveness 
for a Reynolds number of 5.3 X 105. Du et al. (1997) presented 
the combined effects of grid-generated turbulence, unsteady 
wake, and trailing edge jet ejection on surface heat transfer 
coefficients for an uncooled blade at cascade exit Reynolds 
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Fig. 1 Schematic of test section and camera arrangement 

numbers of 5.3 X 105 and 7.6 X 105. The present study presents 
the combined effects of unsteady wakes, grid-generated turbu
lence, and trailing edge jet ejection for both uncooled and film 
cooled turbine blades for a Reynolds number of 7.6 X 105. 
The real turbine rotor blade is affected by combustor-generated 
turbulence (about 5-10 percent), unsteady wakes shed by up
stream vane trailing edges, and coolant ejection from the vane 
trailing edge. The aim of this study is to simulate flow conditions 
most similar to actual turbine rotor blades. Also, the present 
study uses a transient liquid crystal technique for detailed heat 
transfer coefficient and film effectiveness measurements on the 
blade surface. The transient liquid crystal technique provides 
very detailed data on the film-cooled surface especially in the 
near film-hole region which may not be obtained using conven
tional heat transfer measurement techniques. 

Experimental Apparatus 
Figure 1 shows the schematic of the test section and camera 

locations. The test apparatus consists of a low speed wind tunnel 

with a suction type blower. The five-blade linear cascade is 
shown in the figure. Mainstream flow turns 107.49 deg and is 
accelerated 2.5 times from inlet to exit of the cascade. The test 
apparatus is described in detail by Du et al. (1997, 1998). A 
heater box is used to preheat the middle test blade prior to the 
transient test. The middle blade is coated with a thin layer 
of thermochromic liquid crystals. Blade surface color changes 
during the transient test are analyzed using a high speed, high 
resolution image processing system. Image processing system 
consists of four cameras individually connected to a color frame 
grabber board inside the PC. RGB (Red, Green, Blue) outputs 
from the four cameras are displayed using a color monitor. 
Commercial software is used to digitize the liquid crystal color 
changes. During a transient test, only one camera is operational. 
Since the color changes are processed real time and no frames 
are stored in the PC, the frame speed will be reduced if all the 
four cameras are operated at the same time. Hence, four separate 
tests are required to map the entire blade surface using four 
different camera locations as shown in the figure. Frequency 
controllers and flow meters effectively ensure similar flow con
ditions for all four tests. Details on the image processing system 
are presented by Du et al. (1997, 1998). 

The spoked wheel-type wake generator is 8.82 cm upstream 
of the cascade leading edge. Thirty-two (32) hollow rods are 
used to simulate the trailing edge of upstream vanes. Figure 2 
presents a detailed sketch of each rod. Each rod has an outside 
diameter of 0.63 cm and an inside diameter of 0.32 cm. There 
are 32 ejection holes opening toward the downstream blade to 
simulate trailing edge ejection from each rod. The ejection holes 
are 0.16 cm in diameter and are evenly spaced at three hole-
diameters apart from one another. A compressed air source 
feeds the wake rod with coolant for trailing edge ejection. The 
wake generator is adjusted by controlling the motor speed. 

Figure 3 shows a section of the film cooled turbine blade 
model. Each blade in the linear cascade has an axial chord 
length of 17 cm and radial span of 25.2 cm. Blade-to-blade 
spacing is 17.01 cm at the cascade inlet and the blade throat-
to-span ratio is 0.2. The blade configuration, scaled up five 
times, produces a scaled velocity distribution typical of an ad
vanced high pressure turbine blade row. Coolant is supplied to 
various locations on the blade surface through five cavities. The 
first cavity supplies coolant to the three leading edge film hole 
rows and each of the other four cavities supply coolant to each 
row on the pressure and suction surfaces. Coolant is fed into 
each cavity from the bottom of the blade and flow rate into 

N o m e n c l a t u r e 

Cx = blade axial chord length (17 cm) 
D = film hole diameter 
d = wake generator rod diameter 

DR = coolant-to-mainstream density ra
tio, pclpm 

h = local heat transfer coefficient 
k = thermal conductivity of blade ma

terial (0.159 W/m-°C) 
&air = thermal conductivity of main

stream air 
L = length of film injection hole 

M, = trailing edge jet-to-mainstream 
mass flux ratio, p,V,/p,„Vi 

M = coolant-to-mainstream mass flux 
ratio or blowing ratio, pcVc/p,„V 

Nu = local Nusselt number based on 
axial chord, hCJkai, 

Nu = span-averaged Nusselt number 
P = film hole pitch 

PL = streamwise length on the pressure 
surface (25.6 cm) 

Re = Reynolds number based on exit ve
locity and axial chord, V2Cx/i/ 

S = wake Strouhal number, 2ir Ndn/(60 
V,) 

SL = streamwise length on the suction 
surface (33.1 cm) 

t = liquid crystal color changes time 
Tc = coolant temperature 
Tt = initial temperature of blade surface 
T„, = mainstream temperature 
T„ = local wall temperature when liquid 

crystal color changes from green to 
red 

Tu = free-stream turbulence intensity 
tu = ensemble-averaged turbulence in

tensity 
Tu = time-mean averaged free-stream 

turbulence intensity 

V = local mainstream velocity along 
the blade pressure or suction sur
face 

V(t) = instantaneous velocity at cascade 
inlet 

V\ = cascade inlet velocity 
V2 = cascade exit velocity 
Vc = coolant hole exit velocity 
V = ensemble-averaged cascade inlet 

velocity 
X = streamwise distance from blade 

leading edge 
a = thermal diffusivity of blade mate

rial (0.135 X 10"6 m2/s) 
rj = local film cooling effectiveness 
rj = spanwise-averaged film cooling 

effectiveness 
v = kinematic viscosity of main

stream air 
pc = coolant density 
pm = mainstream flow density 
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Fig. 2 Sketch of the rotating rod with ejection holes 

each cavity is controlled using a flowmeter. Coolant flow from 
each flowmeter is passed through a solenoid-controlled three-
way diverter valve before the flow enters the coolant cavity 
inside the blade. Each solenoid-controlled valve is connected 
to a switch which triggers the coolant flow into the cavities at 
the instant the transient test is initiated. Blade film hole row 
geometry and configuration are shown in the figure. The liquid 
crystal coated surface region is 15.2 cm wide and the data 
acquisition region is 7.6 cm wide along the midspan section of 
the test blade. A table shown below the figure indicates the hole 
geometries of each individual row. 

The transient test requires that the blade be heated to a tem
perature higher than the liquid crystal color range (37.2CC). 
During the transient test, the hot blade surface is suddenly 
cooled by exposing it to a cooler mainstream flow. The middle 
blade is heated by a heater box that covers the blade while 
heating. The heater box has the blade profile and is slightly 
larger than the test blade. A gap of 3 mm exists between the 
blade outside surface and the heater box inner surface. The 
insides of the heater box are instrumented with thin foil heaters 
and controlled using several variacs to provide a near uniform 
blade surface temperature. The blade surface temperature is 
monitored using embedded thermocouples during heating. Uni
formity of surface temperature with heating is within ±1.2°C. 
An interpolation scheme was used to further reduce the tempera
ture variations in the initial surface temperature distribution to 
within ±0.2°C. When the surface is heated to the required uni
form temperature, the suction type blower is switched on. The 
mainstream reaches full flow within 20-30 s. Once the main
stream has reached required flow, the heater box is raised com
pletely exposing the test blade to the cooler mainstream within 
0.1 s. The coolant flow and image processing system are auto
matically triggered at the same instant the test surface is exposed 
to the mainstream. Liquid crystal color changes during the tran
sient test are monitored by the system. The times of color change 
on the blade surface to red at every pixel location is measured. 

Before the blade surface is heated, the camera is focused 
on the particular region of the blade. The blade is uniformly 
illuminated such that the entire region the camera is focused on 
indicates a uniform background intensity. This intensity and 
light settings help in correcting camera angles and blade curva
ture problems indicated by other studies using liquid crystal 
techniques. Once the heater box is lifted, the color intensity 
profiles at each pixel on the region are analyzed during the 
transient test. Once the required color intensity is matched, the 
actual time of color change for a particular color band appear

ance is noted. This color change time is used in the data analysis 
explained below. 

Data Analysis 

A vertically oriented single hot wire is used to measure the 
instantaneous velocity profile for the mainstream just upstream 
of the cascade leading edge. Due to the periodic nature of the 
wake passing and shedding, the unsteady random signal behav
ior cannot be characterized by time-averaging only. The phase-
averaged (or ensemble-averaged) method was used to obtain 
the time-dependent periodic velocity and turbulence intensity. 
The ensemble-averaged turbulence intensity, tu, for the flow 
is obtained from the root mean square (rms) value of the fluctu
ation of the velocity with respect to the ensemble-averaged 
velocity (V) and divided by the ensemble-averaged velocity. A 
time-mean averaged turbulence intensity (Tu) is also used to 
describe the total turbulence level of the mainstream at the 
blade cascade inlet under combined effects of grid generated 
turbulence, unsteady wakes, and trailing edge ejection. The 
time-mean averaged turbulence intensity definition is based on 
the integration of the ensemble-averaged turbulence intensity 
over a rod passing period. This methodology is described in 
detail by Zhang and Han (1995). 

A transient liquid crystal technique was used to measure the 
detailed heat transfer coefficients and film effectiveness on the 
blade surface. The technique is similar to the one described by 
Du et al. (1998). A one-dimensional transient conduction model 
into a semi-infinite solid with convective boundary condition is 
assumed. The solution for surface temperature is obtained as 

Tt 

Tt 

erfc 
Mat 

(1) 

where Tw is the wall temperature when liquid crystals change 
to red from green (32.7°C) at time t, Tt is the initial surface 
temperature, Tm is the oncoming mainstream flow temperature, 
and a and k are the thermal diffusivity and conductivity of 
the blade material, respectively. The heat transfer coefficient is 
obtained from Equation (1). For film cooling tests, the main
stream temperature (Tm) in Eq. (1) is replaced by the local film 
temperature (7}) which is a mixture of the coolant (Tc) and 
mainstream temperatures. The film temperature is defined in 
terms of r\, which is the film effectiveness. 

Row S2 

Row SI 

Leading 
Edge Rows 

Liquid Crystal 
Coated Blade 

Film Hole 
Location 

P/D - D 5 - Axial 
Anele 

Radial 
Anjle 

Tangential 
Ansle 

LE 7.31 2.7 90° 27* -
SI 4.13 7.6 - 90' 45' 
S2 S.71 12.8 - 90* 30* 
PI 6.79 4.2 - 32° 55* 

n 5.00 6.7 - 35* 50* 

Fig. 3 Test blade geometry with film injection holes 
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Table 1 Test conditions 

Case No. Tu S M, M Tu 

1 0.7% No Wake 0.0 No holes 0.7% 
2 0.7% NoW»ke 0.0 0.8 0.7% 
3 0.7% 0.1 0.0 0.8 10.4% 
4 0.7% 0.1 0.5 (1.8 10.0% 
5 5.0% 0.1 0.0 No holes 13.7% 
6 5.0% 0.1 0.5 No holes 13.0% 
7 5.0% 0.1 0.0 0.8 13.7% 
8 5.0% 0.1 0.5 0.8 13.0% 

* = T^T ; ° r Tf=vTc + ( l - v)Tm (2) 

For the film cooling test, we obtain an equation similar to Eq. 
(1) 

Tt T, 
Tf-Tt r]Tc + (1 - r))Tm - Tt 

. h2at\ , (hiat 
l - e x P ( — j e r f c f — (3) 

Two similar transient tests are run to obtain the heat transfer 
coefficient (h) and film effectiveness (77). In the first test, the 
blade surface is heated and the coolant and mainstream tempera
tures are nearly the same. In this case, there is only one un
known, h, in the equation. For the second test, the coolant is 
heated to a temperature close to blade initial temperature. The 
calculated local heat transfer coefficient from the first test is 
substituted in the equation to obtain the local film effectiveness. 
The above equation is solved at each point (57,760 points) on 
the blade surface to obtain the detailed heat transfer coefficient 
and film effectiveness distributions. Lateral and axial conduc
tion into the blade are assumed to be negligible. 

The experimental uncertainty in the measurement of the local 
heat transfer coefficient (h), based on Kline and McClintocks' 
(1953) methodology, is about ±4.5 percent. The individual 
uncertainties of all the parameters in Eq. (1) have been in
cluded. The uncertainty in the film effectiveness measurement 
includes the additional uncertainty in heat transfer coefficient 
measurement and was estimated to be about ±6.8 percent. The 
above uncertainty values are the average uncertainty values 
depending upon the location on the blade. Some locations can 
have lower uncertainty in the measured values. It should be 
noted that the uncertainty in the immediate vicinity of the hole 
(less than 1 diameter around the hole) and close to blade trailing 
edge could be as high as ±17 percent due to invalidation of 
the semi-infinite model assumption. However, the semi-infinite 
solid assumption can be applied where thickness of material is 
higher than 0.51 cm. The uncertainty in the velocity measure
ment using the single hot wire was estimated to be ±4 percent. 

Results and Discussion 

Tests were performed at the chord Reynolds number of 7.6 
X 105 at the cascade exit. The corresponding velocity at the 
cascade exit is 75 m/s. Unsteady wake strength is defined by 
wake Strouhal number (S) = 2nNdnJ (60 Vx). It can be 
achieved by the combination of the number of rods (n), diame
ter of rod (d), and wake rod rotation speed (N). Table 1 pres
ents the test cases for which heat transfer measurements were 
obtained for this study. Case 1 is for a no wake case and no-
film holes blade. Case 2 is for a film cooled blade with cooling 
blowing ratio (M) of 0.8 with no wake effect. Case 3 is for a 
cooled blade under the effect of wake Strouhal number S = 
0.1. Case 4 is for the cooled blade under the effect of unsteady 
wakes and trailing edge ejection with jet blowing ratio (M,) of 

0.5. Case 5 is for an uncooled blade with grid generated turbu
lence and unsteady wake. Case 6 is for an uncooled blade with 
grid generated turbulence and unsteady wake with trailing edge 
ejection (M, = 0.5). Case 7 is for a cooled blade under the 
effects of grid generated turbulence and unsteady wake. Case 
8 is for the cooled blade under the effects of grid generated 
turbulence and unsteady wake with trailing edge ejection. The 
grid generated turbulence (Tu) and the time-mean averaged 
turbulence intensities (Tu) for each case are shown in the table. 
The parameters are chosen in this study to simulate typical 
of engine conditions. The cascade exit mainstream Reynolds 
number of 7.6 X 105 represented the nondimensional engine 
flow conditions. An unsteady wake Strouhal number of S = 
0.1 simulates the blade rotation frequency and velocity defect 
effects. As indicated earlier, the combustor generated free-
stream turbulence levels downstream of the nozzle guide vanes 
are of the order of 5-6 percent which is generated using an 
upstream grid. The trailing edge ejection jet blowing ratio (M,) 
of 0.5 and film cooling blowing ratio (M) on the blade of 0.8 
are in the range of typical coolant flow conditions. 

Free-stream Flow Measurements. Figure 4(a) pres
ents the local-to-exit velocity ratio (V/V2) distribution around 
the blade. A pressure tap instrumented blade was used to mea
sure the surface static pressure distributions which was then 
converted to local mainstream isentropic velocity distribution 
around the blade (Ou et al., 1994). Figure 4(b) and 4(c) pres
ent the instantaneous velocity profiles for cases 7 and 8. Case 
7 is for a free stream with grid generated turbulence (Tu = 5.0 
percent) and unsteady wake (S = 0.1) and case 8 is for a free 
stream with grid generated turbulence (Tu = 5.0 percent) and 
unsteady wake (S = 0.1) with trailing edge ejection (M, = 
0.5). Comparing both figures, it is evident, that in Fig. 4(6) , 
the velocity deficit is clearly seen with the passing of the un
steady wake and this deficit appears slightly reduced in Fig. 
4(c) . This indicates that the trailing edge jets enhance the mean 
value of mainstream velocity. Figure 4(d) presents the ensem
ble averaged velocity (V) and turbulence intensity (Tu) profiles 
at the cascade inlet for the same cases as in Figs. 4(b) and 
4(c) . The turbulence intensity profile for the trailing edge ejec
tion case is more uniformly disturbed in the time period. Based 
on these measurements, it is evident that the addition of trailing 

Fig. 4 Local-to-exit velocity ratio (V/V2) distributions on the test blade 
surface, profiles of instantaneous velocity, ensemble-averaged velocity 
and turbulence intensity 
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edge ejection to unsteady wake profile produces increased main
stream velocity and slightly reduced but more uniformly dis
turbed turbulence intensity profile. 

Film Cooling. For all film cooled cases, air was used as 
coolant to simulate coolant-to-mainstream density ratio of DR 
= 1.0 at a blowing ratio of 0.8. Air was used for trailing edge 
ejection (M, = 0.5). 

Nusselt Number Distributions. Figures 5 and 6 present the 
detailed and spanwise averaged Nusselt number distributions on 
the blade suction and pressure surfaces for cases 1 - 4 , respec
tively. All cases are with no grid-generated turbulence intensity 
of Tu = 0.7 percent. The figure compares the no-wake, no-film 
holes blade (case 1) to no-wake film cooled blade with M = 
0.8 (case 2) ; film cooled blade with M = 0.8 and wake S = 
0.1 (case 3); and film cooled blade with M = 0.8, wake S = 
0.1, and trailing edge ejection M, = 0.5 (case 4) . 

Effect on Suction Surface. The no-film holes surface Nus
selt number (case 1) levels drop significantly from the leading 
edge with increasing streamwise distance on the suction surface. 
Nusselt numbers are lowest around XISL = 0.5 after which the 
Nusselt numbers increase again. This is due to boundary layer 
transition to turbulence. Nusselt numbers are higher towards 
the trailing edge as the transition is not completed. For a film 
cooled blade (case 2) with no wake, Nusselt numbers are high 
due to film cooling jets immediately downstream of leading 
edge holes. Further downstream of LE row injection, Nusselt 
numbers decrease rapidly and the injection effect is dissipated 
upstream of the first film hole row on the suction surface (SI) . 
Downstream of the hole row SI, jet streaks of higher Nusselt 
numbers are obtained along the holes. The streaks extend all 
the way up to the next film hole row S2. However, the jets do 
not cause Nusselt number enhancement between the holes for 
row SI due to lack of spanwise mixing between the jets. Down
stream of film hole row S2, the Nusselt numbers are signifi
cantly higher than for case 1. Film injection from row S2 causes 
boundary layer instabilities which promote earlier laminar to 
turbulent boundary layer transition. This also produces higher 
heat transfer coefficient downstream of injection. Nusselt num
bers decrease after transition with growth of the turbulent 
boundary layer and dissipation of coolant jet effect. Further 
addition of unsteady wake to the film cooled blade (case 3) 
shows small effect on the blade surface Nusselt numbers com
pared to case 2. Nusselt number distributions appear to be simi
lar to case 2 except in the region downstream of hole row S2. 
It appears that the additional effect of unsteady wakes is small 
due to the reason that surface Nusselt numbers are already 
significantly enhanced by film injection. Addition of trailing 
edge ejection to the unsteady wake (case 4) on the film cooled 
blade does not affect the Nusselt number distributions. 

Effect on Pressure Surface. For case 1, the Nusselt numbers 
drop rapidly till XIPL = 0.15 and then increase a little bit over 
the entire surface. For case 2, film injection has a very small 
effect immediately downstream of leading edge row injection. 
However, Nusselt numbers are enhanced between the leading 
edge row and first row PI over case 1. Downstream of rows 
PI and P2, film injection enhances Nusselt numbers slightly 
over case 1. The effect of film injection on the pressure surface 
is not as significant as on the suction surface. Since the boundary 
layer on the pressure surface is thicker than on the suction 
surface, the effect on Nusselt numbers due to film injection is 
less. Jet streaks are also not evident on the pressure surface. 
Addition of unsteady wake (case 3) causes slight increases over 
case 2 in the region between LE holes and hole row PI. Further 
addition of trailing edge ejection to case 3 (case 4) causes only 
slight increases in Nusselt numbers on the pressure surface in 
the region downstream of hole row PI. 

Nusselt numbers with film injection are significantly en
hanced due to the boundary layer disturbance cause by film 
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Fig. 5 Detailed Nusselt number distributions for cases 1-4 

injection. Earlier studies on film cooling have shown that film 
injection can create local turbulence intensities as high as 15 -
20 percent depending on blowing ratio. With such high local 
turbulence, heat transfer coefficients downstream of injection 
are significantly enhanced as seen in the figure. This may cause 
significantly reduced effects of other factors such as unsteady 
wakes and trailing edge ejection on film cooled blades. The 
spanwise-averaged results in Fig. 6 present the same trends as 
discussed above. 

Figure 7 presents the span-averaged Nusselt number distribu
tion for cases 5-8 . All the cases are for a grid generated turbu-
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Fig. 6 Span-averaged Nusselt number distributions for cases 1-4 

lence of Tu = 5.0 percent. The figure compares an uncooled 
blade with wake S = 0.1 (case 5) with an uncooled blade with 
wake S = 0.1 and trailing edge ejection, M, = 0.5 (case 6); a 
film cooled blade with wake S = 0.1, M = 0.8 (case 7) ; and 
a film cooled blade with wake S = 0.1, M = 0.8, and trailing 
edge ejection, M, = 0.5 (case 8). 

Effect on Suction Surface. The no-film holes surface Nus
selt number (case 5) levels drop significantly from the leading 
edge to X/SL = 0.25 and then increases due to transition to 
turbulent boundary layer toward the trailing edge. Comparing 
to case 1, case 5 has both grid generated turbulence and unsteady 
wake effects included. The added influence of both the unsteady 
wake and grid generated turbulence can cause transition location 
to move upstream towards the leading edge. The differences in 
cases 5 and 6 are in the region downstream of leading edge on 
the suction surface. Nusselt numbers are enhanced up to 20 
percent in the region from leading edge to X/SL < 0.3 on 
the suction surface. The effect of trailing edge ejection on the 
uncooled blade is also strongly evident over the entire pressure 
surface and in the transition region on the suction surface. For 
a film cooled blade (case 7) with wake and grid generated 
turbulence, Nusselt numbers are significantly enhanced in the 
region between LE holes and the suction side second row holes 
S2. Additional effect of film injection is to cause local instabili
ties in the boundary layer and causing higher heat transfer region 
immediately downstream of hole rows. Further downstream of 
hole row S2, the Nusselt numbers are only slight enhanced 
compared to case 6. Further addition of trailing edge ejection 
to case 7 (case 8) causes very small changes in the detailed 
heat transfer coefficient distributions. The trailing edge ejection 
effect is not as significant as the other effects of film injection, 
unsteady wakes, and grid generated turbulence, in that order. 

Effect on Pressure Surface. For case 5, the Nusselt numbers 
drop rapidly till X/PL = 0.15 and then increase a little bit over 
the entire surface. For case 6, Nusselt numbers are enhanced 
from leading edge to X/PL < 0.1 on the pressure surface com
pared to case 5. For case 7, the effect of film injection on the 
pressure surface is more in the region immediately downstream 
of injection holes. Further addition of trailing edge ejection to 
case 7 (case 8) causes slight decreases in Nusselt numbers on 
the pressure surface just downstream of LE hole rows. 

The trailing edge ejection jets for a low Tu = 0.7 percent 
may be attached to the unsteady wake generated by the rods. 
However, with grid generated turbulence, the trailing jets may 
not be uniformly impinging on the LE region. This may cause 
slight changes in the heat transfer distributions as compared to 
the no-grid case. The grid turbulence effect seems to be stronger 

on the pressure surface. Overall effect of trailing edge ejection 
imposed on a free-stream disturbed by unsteady wakes and grid 
generated turbulence on the film-cooled blade heat transfer is 
slightly incremental. 

Film Effectiveness Distributions. Figures 8 and 9 present 
the detailed and spanwise-averaged film effectiveness distribu
tions for cases 2, 3, and 4, respectively. The figure compares 
the no-wake film cooled blade with M = 0.8 (case 2) to film 
cooled blade with M = 0.8 and wake S = 0.1 (case 3); and 
film cooled blade with M = 0.8, wake S = 0.1, and trailing 
edge ejection M, = 0.5 (case 4) . 

Effect on Suction Surface. For case 2, film effectiveness 
immediately downstream of leading edge holes is as high as 
0.5 but drops rapidly. The coolant protection dissipates rapidly 
in this high curvature region. Effectiveness is high along the 
holes for row SI. The film streaks are clearly evident along the 
injection holes. The film streaks extend up to the next hole row 
S2. However, the film effectiveness between the holes is lower 
due to lack of span wise mixing of jets. Effectiveness down
stream of injection from row S2 shows shorter streaks with the 
jets coalescing downstream. The high curvature of the blade 
and the boundary layer transition to turbulence in this region 
(Fig. 5) may be the reason for spanwise mixing of jets. With 
addition of unsteady wake to the mainstream flow (case 3) , 
effectiveness is significantly reduced. The effectiveness down
stream of the LE rows is lower as coolant jets dissipate rapidly. 
The oncoming free-stream disturbed by passing wakes breaks 
down the jets. Also the advancement of the boundary layer 
transition location can cause more spanwise mixing of jets spe
cially for the coolant downstream of hole row S1. Also, effec
tiveness reduces far downstream of the last injection row S2. 
For case 4 with trailing edge ejection, effectiveness distributions 
are similar to that for case 3. Film effectiveness distribution on 
the suction surface appears to be slightly affected by the further 
addition of trailing edge ejection to a free-stream already af
fected by unsteady wakes. 

Effect on Pressure Surface. For case 2, effectiveness distri
butions on the pressure surface do not show strong jet like 
streaks as on the suction surface. Effectiveness levels are also 
not very high downstream of injection holes but decrease rapidly 
downstream of hole row P2 and any coolant protection is not 
evident for distance X/PL > 0.5. Addition of unsteady wake 
(case 3) reduces effectiveness downstream of hole row P2. 
However, upstream of PI, the effectiveness values are similar 
to case 2. Addition of trailing edge ejection seems to produce 
some variations in the effectiveness distributions (case 4) . The 
effectiveness in the LE region decreases significantly. However, 
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Fig. 7 Span-averaged Nusselt number distributions for cases 5 
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Fig. 8 Detailed film effectiveness distributions for cases 2-4 

downstream of the LE hole row, the effectiveness values are 
higher for case 4. This may be due to the reason that some of 
the trailing edge coolant may be convected downstream into 
the low velocity region thus providing more protection. 

Figure 10 presents the span-averaged film effectiveness distri
butions for cases 7 -8 . The figure compares a film cooled blade 
with wake S = 0.1, M = 0.8 (case 7) and a film cooled blade 
with wake S = 0.1, M = 0.8, and trailing edge ejection, M, = 
0.5 (case 8). 

Effect on Suction Surface. Case 7 is for a turbine blade with 
film cooling under the effect of grid turbulence and unsteady 
wakes. Effectiveness is high immediately downstream of LE 
row holes. Effectiveness decreases rapidly to hole row SI. Weak 
jets streaks are observed downstream of hole row SI due to the 
unsteady wake affected free stream. Downstream of hole row 
S2, effectiveness is greatly reduced due to spanwise mixing of 
jets in the transition and fully turbulent boundary layer region. 
With an addition of trailing edge ejection (case 8), effectiveness 
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Fig. 9 Span-averaged film effectiveness distributions for case 2-

reduces downstream of LE and SI holes. However, effective
ness levels are not significantly affected over the rest of the 
suction surface. Some of the trailing ejection coolant might 
penetrate the coolant jets from the LE row holes and disturb 
the already weak protection thus reducing the film effectiveness. 
Further downstream, the effect of the trailing edge jets might 
be weaker and hence the lack of reduction in film effectiveness. 

Effect on Pressure Surface. For case 7, effectiveness down
stream of LE rows is as high as 0.4 but rapidly decreases down
stream. Some high effectiveness is observed upstream of hole 
row P2 due to accumulation of coolant in the low velocity 
region. For case 8, effectiveness levels are similar but lower 
than that for case 7. The effect of trailing edge jets is noticeable 
on the pressure surface. 

On the suction surface, case 8 provides lower effectiveness 
values downstream of LE film hole rows. Downstream of hole 
row SI, both cases provide similar effectiveness values. Case 
8 provides lower effectiveness over the entire pressure surface. 

Conclusions 
The effect of upstream trailing edge ejection combined with 

unsteady wake on downstream blade heat transfer coefficients 
and film effectiveness is presented for a film cooled blade. All 
experiments were conducted for a cascade exit Reynolds num-

1.0 -0.5 0.0 0.5 

X/PL X/SL 

Fig. 10 Span-averaged film effectiveness distributions for cases 7-8 
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ber of 7.6 X 105 with air as coolant and blowing ratio of M = 
0.8. The paper presents a comprehensive listing of the individual 
effects of film injection, unsteady wakes, grid generated turbu
lence, and trailing edge ejection on blade surface heat transfer 
coefficient and film effectiveness distributions. 

1 Blade surface Nusselt numbers are significantly enhanced by 
film injection. Film injection also promoted earlier boundary 
layer transition on the suction surface. Higher film effective
ness is obtained on the suction surface compared to the 
pressure surface. 

2 Addition of unsteady wake to the free-stream produces 
slightly enhanced Nusselt numbers on a film cooled blade. 
However, unsteady wake significantly reduces film effec
tiveness. 

3 Addition of grid generated turbulence to unsteady wakes 
(case 3 versus case 7) does not produce any further signifi
cant increases in Nusselt numbers for a film-cooled blade. 
However, adding grid generated turbulence to unsteady 
wakes reduces film effectiveness further. 

4 Trailing edge ejection jets compensate the velocity defect 
cause by wake rod passing and hence produces a slightly 
more uniform velocity and turbulence intensity profile. 
Trailing edge ejection increases (up to 20 percent) both 
pressure surface heat transfer in the leading edge region and 
suction surface heat transfer before boundary layer transition 
for the uncooled blade. The trailing edge ejection effects 
diminish further downstream on both pressure and suction 
surfaces. 

5 For a film cooled blade, trailing edge ejection has only 
a small effect on blade surface heat transfer coefficients 
compared to other significant parameters such as film injec
tion, unsteady wakes, and grid generated turbulence, respec
tively in that order of decreasing effect. Film effectiveness 
decreases with the addition of trailing edge ejection in the 
leading edge region on both pressure and suction surfaces. 
However, the effect decreases further downstream. 
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Numerical Simulation of the 
Shock-Tip Leakage Vortex 
Interaction in a HPC Front 
Stage 
For a single-stage transonic compressor rig at the TU Darmstadt, three-dimensional 
viscous simulations are compared to L2F measurements and data from the EGV leading 
edge instrumentation to demonstrate the predictive capability of the Navier-Stokes code 
TRACEJS. In a second step the separated regions at the blade tip are investigated in detail 
to gain insight into the mechanisms of tip leakage vortex-shock interaction at operating 
points close to stall, peak efficiency, and choke. At the casing the simulations reveal a 
region with axially reversed flow, leading to a rotationally asymmetric displacement of the 
outermost stream surface and a localized additional pitch-averaged blockage of approx
imately 2 percent. Loss mechanisms and streamline patterns deduced from the simulation 
are also discussed. Although the flow is essentially three-dimensional, a simple model for 
local blockage from tip leakage is demonstrated to significantly improve two-dimensional 
simulations on SI-surfaces. 

Introduction 
The continuing trend toward increased thrust-to-weight ratio 

engines has led to highly loaded compressors with greatly reduced 
blade and stage count. Cybyk et al. (1997) pointed out that the 
steady increase in stage pressure ratio and performance resulted in 
a gradual evolution from high-aspect-ratio rotors in the 1960s 
toward wide-chord blading with leading-edge sweep, first to the 
rear but eventually also to the front. Low-aspect-ratio rotors, 
however, also lead to an increased importance of secondary flow at 
hub and tip. Secondary flow phenomena are particularly pro
nounced in LPC and modern HPC front stages, where high Mach 
numbers lead to complex three-dimensional shock structures and 
boundary layer separation. It is the tip region, where tip leakage 
and shock system interact, that holds the key to highly efficient 
transonic compressors and, most important, sufficient surge mar
gin to insure stable and dependable off-design operation. 

Multistage three-dimensional Navier-Stokes solvers can aid in 
the design of efficient compressors with advanced transonic blad
ing and can help to meet time and cost targets. Three-dimensional 
multistage simulations started in the mid-1980s with Euler solvers 
incorporating loss models for stage matching; see, e.g., Denton 
(1986). By the early 1990s multistage Euler simulations with 
turnaround times of a couple of hours were routinely performed to 
check and optimize component matching; see, e.g., Huber and Ni 
(1989). With computer hardware powerful enough to allow vis
cous three-dimensional simulations, Navier-Stokes solvers were 
added to the tool kit of researchers and designers; see, e.g., Denton 
(1986), Dawes (1993), Jennions and Turner (1993), or Rhie et al. 
(1998). Today, three-dimensional steady multistage Navier-Stokes 
solvers are standard design tools and are being extended to incor
porate the time-mean effect of unsteady blade row interaction; see, 
e.g., Adamzcyk et al. (1990), Rhie et al. (1998), LeJambre et al. 
(1998), and Turner (1996). The three-dimensional steady approach 
is complemented by unsteady viscous simulations; see, e.g., Hah et 
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al. (1997), Puterbaugh and Brendel (1997), and Dorney and 
Sharma (1997). 

Although the accurate prediction of compressor performance is 
imperative, three-dimensional (multistage) simulations alone do 
not necessarily increase the insight into flow physics. Only through 
a thorough analysis of the three-dimensional data is insight gen
erated, which, in turn, paves the way to simple but instructive 
models incorporating the dominant flow physics. These models the 
engineer can ultimately translate into improved designs. 

The mixing of the clearance jet and the main flow, presumably 
the most important contributor to leakage loss, is the basis for the 
inviscid tip leakage flow model of Storer and Cumpsty (1991, 
1993). Wall movement was found to exert only a minor influence 
in compressors; see Nikolos et al. (1995). A semi-empirical for
mula for the tip vortex trajectory inside the blade passage, devel
oped by Chen et al. (1991), shows the vortex path to be indepen
dent of the gap width and to be governed primarily by inviscid 
convective phenomena. Simulations by Perrin and LeBoeuf (1992) 
indicate a rapid decay of vorticity in the vortex core over 30 
percent of the rotor chord in a transonic compressor. A large 
influence of the clearance width on shock structure and efficiency 
of a transonic compressor rotor is reported by several authors; see, 
e.g., Copenhaver et al. (1996). Especially at stall, a strong leakage 
flow vortex interaction causes a high blockage/low Mach number 
region, see Suder and Celestina (1996), which is thought to play an 
important role in the onset of stall. Theoretical investigations by 
Adamczyk et al. (1993) showed an improved surge margin for a 
rotor blade with the clearance removed over the front 50 percent 
chord. A simple inviscid model for the shape of the vortex core 
was developed by Puterbaugh and Brendel (1997), with mixing 
and shock-induced static pressure rise as the dominant variables. 

All authors quoted above addressed the blockage near the casing 
only in qualitative manner. In this paper, however, the displace
ment of the casing streamlines by axially reversed flow is intro
duced as a new variable, to investigate quantitatively the blockage 
generated by leakage vortex-shock interaction. 

Background 
The design of modern transonic compressor blading is an 

iterative process, which often requires ten or more iterations 
until an individual rotor blade meets aerodynamic as well as 
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Design parameter stage 
design pressure ratio 1.50 
ISA-corrected mass flux [kg/s] 16.0 
work coefficient 0.81 
flow coefficient 0.60 
inlet hub/tip ratio 0.745 
annulus diameter [m] 0.38 
tip Mach number 1.2 
axial Mach number inlet 0.48 
axial Mach number outlet 0.49 

Fig. 1 Single-stage compressor rig at TU Darmstadt 

structural constraints; see Fritsch et al. (1997) for a more 
detailed description of the design process. Neither the complete 
blading, i.e., rotor and stator geometry for all stages, nor the 
exact blade and vane counts may be available at this point in the 
design sequence such that the designer has to rely on S1/S2-
methods. The flow field is split into circumferentially (SI) and 
meridionally (S2) oriented stream surfaces with the three-
dimensional flow physics partly accounted for by semi-
empirical formulas and simple models. Only if the dominant 
three-dimensional effects are incorporated at this early design 
stage, may the results of a fully three-dimensional Navier-
Stokes simulation toward the end of blading design be used for 
(aerodynamic) fine-tuning rather than for major redesigns. 

design tools. For a detailed description of rig and experiments the 
interested reader is referred to Blaha et al. (1997). 

Instrumentation 
For the operating points near peak efficiency and stall, which are 

considered in detail, traverse data are available ahead of the rotor 
and between stator and strut. L2F data of the rotor flow field have 
been taken on five radial planes, with a maximum of sixteen points 
pitchwise, and twelve points axially. 

Total pressure and temperatures from the EGV leading edge 
instrumentation, see Fig. 1, are available at all operating points. 
Only at peak efficiency, however, was the pitchwise variation due 
to stator wakes captured by varying the clocking between stator 
and EGV. The stator loss deduced in this manner was assumed 
constant along the operating line and used to correct the total 
pressures from the EGV leading edge instrumentation. Traverse 
measurements with a five-hole probe ahead of the EGV were 
carried out near peak efficiency and at stall only. 

Three-Dimensional Navier-Stokes Simulations 
Details of the three-dimensional Navier-Stokes solver 

TRACE_S are found in Fritsch et al. (1997). Its multistage exten
sion and its extension to parallel architectures are found in Fritsch 
and Mohres (1997). 

Geometry. A gridded nominal rotor tip gap of 1 percent was 
used unless noted otherwise. To ensure that the relevant flow 
physics near the casing does not depend on the details of the gap 
model, additional simulations with a modified gap height and 
resolution were performed. Quantitative differences between ex
periments and simulation in the tip region, however, cannot clearly 
be attributed to either a shortcoming in the gap model or a 
shortcoming the turbulence model only. With an additional uncer
tainty in the EGV leading edge data, the use of a modified gap was 
deemed inappropriate. The hub gap between rotor and stator and 
the stator clearance were neglected. 

Grid Topology and CPU-Time. Figure 2 shows the rotor grid 
topology. Block-structured grids are employed to obtain high-
quality grids and accurate convergent simulations for the complex 
geometry found in turbomachinery. All simulations utilized a 
composite H/O-grid with 155 X 33 nodes for the H-grid and 
177 X 11 nodes for the O-grid in the SI-plane of the rotor; 65 
nodes were used in the radial direction. A simple H-grid with 81 X 

Single-Stage Transonic Compressor Rig at TU Darm
stadt 

The single-stage transonic compressor rig at Technical Univer
sity of Darmstadt, although without inlet guide vane, is represen
tative of first stages in modern high compressors; see Fig. 1 and 
design parameters in Table 1. 

The rig serves three main purposes: the advancement of the 
insight into compressor aerodynamics, as a test-bed for new con
cepts in three-dimensional aero-design, and for calibration of aero-

Table 1 Selected compressor stage design parameters 

Design parameter rotor stator 
aspect ratio 0.88 1.50 
blade count 16 29 
solidity 1.5 1.6 
gap [% span] 1.0 0.275 
max. Inlet Mach number 1.34 (tip) 0.66 (hub) 
Reynolds number 2.1*106 0.7*106 

diffusion factor 0.39 0.38 

Nomenclature 

AVDR = Axial Velocity Density Ratio 
b.l. = boundary layer 
cax = axial chord 

I.e., t.e. = leading edge, trailing edge 
Ma = Mach number in the relative 

frame 
p = static pressure 

pt, Tt = relative frame total pressure 
and temperature 

PS, SS = pressure, suction surface 
x, r, 6 = cylindrical coordinates 

w = velocity (relative frame) 
£ = immersion = rcas — r 

8„ = displacement from axial flow 
reversal 

ws ,0 = secondary loss coefficient over 
outer 10 percent mass flux 

Subscripts 

1,2 = rotor in- and outlet plane 
cas = location at the outer casing 

p = pitch-averaged quantity 
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O-grid around blade 

H-grid (in tip gap) 

Table 2 Performance parameters 

rotor 

Fig. 2 Grid topology on S1 -plane near casing (coarsened) 

9 X 1 1 nodes was used to grid the tip gap. A comparable resolution 
in the stator yielded a combined total of 896,231 nodes. Extensive 
grid studies, partly documented in Fritsch et al. (1997), were 
performed to ensure that a comparison between experiment and 
simulation is not compromised by a lack of resolution. Execution 
time to convergence is approximately 6 CPU-hours on three pro
cessors with multigrid active. 

Turbulence Model. For economy, a high Reynolds' k-e 
model, resulting in a mean wall distance of v+ = 25 for rotor 
blade and casing and y+ = 75 for the hub, was used; stator 
resolution was comparable with the exception of the casing region, 
where the wall distance was increased to y+ = 75. Wall distance 
for operating points away from peak efficiency varies with the flow 
state. All simulations were run fully turbulent with wall functions 
applied to represent the wall shear accurately. 

Boundary Conditions. ISA standard conditions with purely 
axial flow were assumed at the nonreflecting inflow boundary. The 
turbulence intensity measured in the experiment, TU[ = 1 percent, 
was prescribed. A rather pronounced incoming casing boundary 
layer was prescribed via the total pressure profile; see Fig. 4. A 
thickness of 17 mm, translating into a displacement thickness of 
2.1 mm, was extrapolated from measurements several chords 
upstream of the rotor at peak efficiency; this profile was kept 
constant for all operating points. Due to a strong acceleration over 
the spinner, a negligible boundary layer was assumed for the hub. 

mass flux n,% K 

experiment near stall (EGV) 0.9381 83.8 1.562 
experiment near stall (traverse) 0.9245 81.1 1.511 
simulation near stall 0.9254 81.9 1.529 
simulation with halved gap 0.9375 83.9 1.566 
experiment near peak efficiency 1.005 85.4 1.483 
simulation near peak efficiency 1.004 86.7 1.484 
simulation with halved gap 1.016 87.7 1.488 
experiment near choke 1.023 78.7 1.348 
simulation near choke 1.027 79.5 1.351 

The relative motion of casing and rotor tip was accounted for via 
the wall functions. Adiabatic wall boundary conditions were 
prescribed. 

TU-Darmstadt Transonic Compressor Rig Simulation 
and Experiment 

Overall Performance. Table 2 and Fig. 3 compare mea
sured and computed stage isentropic efficiency and stage total 
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Fig. 3 Efficiency and pressure rise on the 100 percent speed line 
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pressure rise on the 100 percent speed line as a function of mass 
flux. The mass flux in Table 2 has been reduced by the design 
mass flux; isentropic efficiencies have been deduced from total 
pressures and total temperatures from the leading edge instru
mentation of the exit guide vane. For the operating point near 
peak efficiency, the match between experiment and simulation 
is excellent. With the experimental back-pressure prescribed, 
the simulation almost exactly reproduces measured mass flux 
and pressure rise. The efficiency is slightly overpredicted but 
within the range of the experimental uncertainty. The rig effi
ciency deduced from the mechanical work input into the rig 
rather than the total temperatures is identical with the computed 
efficiency. The stall mass flux, obtained by traversing with a 
five-hole probe ahead of the EGV leading edge, is captured very 
well in the simulation. The efficiency is also predicted with 
surprising accuracy. For back-pressures higher than 1.53, driv
ing the compressor to even lower mass fluxes, the simulation 
with full rotor tip gap exhibits slow divergence. Note that 
differences between traverse measurements and EGV leading 
edge measurements in Fig. 3 are due to the shortcomings in the 
EGV leading edge data, as explained earlier in the section on 
instrumentation. Near choke overall mass flux and pressure rise 
are predicted accurately. 

Comparing simulations with full half gap one finds that the 
efficiency increase is in line with the experience base collected in 
rig tests, stipulating an efficiency loss of approximately 2 percent 
per 1 percent increase in clearance; see, e.g., Schmiicker and 
Schaffler (1994). 

Figure 4(a) compares measured and computed radial profiles of 
flux-averaged total temperature and pressure near peak efficiency. 
The match between measured and computed stator outflow profiles 
is excellent, even in the tip region. Work input into the flow as well 
as loss mechanisms and level are predicted correctly. Deviations 
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Fig. 4 Radial profiles of total pressure and temperature and efficiency at 
the design point 

show in the total pressure near the hub, possibly due to a larger 
radial grid spacing or to the flow disturbance created by holes for 
fasteners connecting spinner and rotor disk. Measured and com
puted radial profiles of the isentropic efficiency in Fig. 4(b) are in 
good agreement. 

Figure 5 shows radial profiles of flux-averaged total pressure 
and temperature and isentropic efficiency near stall and choke. The 
temperature profiles at off-design conditions suggest that, partic
ularly toward choke, the work input is still captured well. The 
deviation in the pressure profiles implies that loss levels, particu
larly toward stall, are not predicted with sufficient quantitative 
accuracy. Near stall the simulation underpredicts the total pressure 
from 40 percent span outward. It must, however, be pointed out 
that there is a difference in mass flux near stall between simulation 
and experiment due to the fact that the experiment was conducted 
at a mass flux 1.3 percent higher, i.e., at the operating point where 
the EGV leading edge data were taken. 

Mach Number Distributions From Simulation Versus L2F 
Data 

SI-Plane. Figure 6 compares computed and measured Mach 
number distributions near stall, peak efficiency, and choke at 95 
percent span. Mach numbers for varying spanwise locations at 
peak efficiency are found in Fritsch et al. (1997). 

Near peak efficiency, the trace of the tip vortex can clearly be 
identified in both experiment and simulation. Due to its low 
total pressure and streamwise momentum, the vortex core forms 
an extensive low-Mach region after being forced to comply 
with the pressure rise imposed by the passage shock. High-loss 
fluid subsequently collects on the adjacent pressure side. Ex
periment and simulation show good agreement in the interac
tion region, although the extent of the post-shock low Mach 
number region is slightly overpredicted. The typical bulged 
shock front, resulting from an interaction of shock and tip 
vortex, can clearly be identified in experiment and simulation. 

Near stall, clearance vortex-shock interaction is overpre
dicted in the simulation, leading to a pronounced region of high 
blockage filled with low-momentum fluid. The higher blockage 
in the simulation may again be evidence of an operation closer 
to stall. Near choke, details of the shock structure and position 
are captured well. Since high tip gap pressure gradients do not 
arise ahead of the shock position on the pressure side, vortex 
formation is delayed until midchord; tip clearance vortex-shock 
interaction is captured well. 

Meridional Plane. Figure 7 shows a projection of the Mach 
number in the midpitch plane onto the meridional plane. Measured 
and computed Mach numbers and shock position are in good agree
ment over the entire span. In the experiment the low Mach region 
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near choke ^ 

Fig. 6 Mach number distribution in a S1-plane at 95 percent span 

extends further inward (to about 85 percent span). It is caused by a 
strong shock-vortex interaction identified in Fig. 6 and also manifests 
itself in a pronounced drop in efficiency over the outer 30 percent 
span, compare Fig. 4(b). Low-energy material convects with the tip 
leakage vortex, forming a low Mach number region near the pressure 
side trailing edge, see Fig. 6(b).' 

I Simulation I 

peak efficiency 

1.45 Mach number 0.5 

Fig. 7 Mach number distributions in a S2-plane at midpitch 

Numerical Simulation of the Shock-Tip Leakage Vortex 
Interaction 

With good agreement between experiment and simulation, also 
see Fritsch et al. (1997), it is reasonable to assume that the code 
captures the relevant flow features with sufficient qualitative and 
quantitative accuracy to allow a detailed analysis based on results 
of the simulation only. Although the size of the interaction region 
is slightly overpredicted, a tip clearance model, as suggested by 
Adamczyk et al. (1993), was not applied. 
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1 The dashed white line in Fig. 7 indicates the region where L2F measurements 
were taken. 
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Fig. 8 Displacement from axially reversed tip leakage flow 
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Fig. 9 Normalized blade passage; view from hub down on casing 

Displacement by Axial Flow Reversal. Due to a high stagger 
at the tip, the strong part of the vortex induces a velocity compo
nent directed axially upstream. Although the dominating velocity 
component of the leakage fluid emanating from the gap is in the 
cross-passage direction (w„) it retains a component in the through-
flow direction (w,); see Fig. 8(a). 

While the three-dimensional nature of the flow close to the outer 
casing prevents the application of the classical boundary-layer 
approach, a local displacement thickness S,„. from axially reversed 
flow, see Fig. 8(&), may be defined as: 

(A., 

-2TT (pw„ ( r« . " £))<*£ = 0 (1) 
J a 

Equation (1) captures the influence of both the tip clearance vortex 
and the separated boundary layer on the displacement in the 
reversed flow region. It does, however, not include the influence of 
the free shear layer. The displacement from axial flow reversal is 
presented in a normalized rectangular blade passage; see Fig. 9 for 
an illustration. The shock location on the displacement surface is 
obtained from the pressure gradient in the mean main flow direc
tion. All lengths are normalized2 by the rotor tip axial chord. A 
perspective radially inward from the casing is along increasing 
values of immersion £. 

3D Displacement Surfaces. Figure 10(a) shows the displace
ment surface from tip leakage at peak efficiency. Near the blade 
suction surface, the leakage jet does not contribute to axial mass 
transport. With an axial velocity component pointing upstream, it 
leads to a flat displacement body. At midpitch, where the bow 
shock crosses the line defining onset of axial flow reversal, a strong 
interaction is observed and the displacement 8„,. reaches approxi
mately 10 percent axial chord. The build-up of a normal shock is 
enforced, causing a weak shock-induced separation ahead of the 
displacement body in the casing boundary layer. Flow reversal 
extends all the way to the neighboring pressure side, feeding the 
gap flow with low energy/low velocity fluid. Following the work 
of Storer and Cumpsty (1993), this increases the deviation angle 
between the fluid emanating from the gap and the mean flow, 
leading to higher loss and increased blockage. 

Tip Gap Height. A simulation near peak efficiency with 
halved tip gap, see Fig. \0(b), nearly halves the radial extent of the 
reversed flow region; it now no longer extents across the whole 
passage. Shock-vortex interaction is less pronounced with a more 
oblique shock. At other operation points a similar behavior was 
found for simulations with halved gap. 

Off-Design Operation. Near choke, see Fig. 11(a), the tip 
clearance vortex starts to develop further downstream, i.e., after 

2 With an aspect ratio based on the axial chord of roughly two, all lengths are 
translated into percent span. 

Journal of Turbomachinery 

the in-passage shock generates a significant driving pressure gra
dient across the gap. With the throat area hardly affected, no mass 
flow reduction occurs near the casing, allowing a weak bow shock 
to establish itself. The gradient of the subsequent passage shock is 
locally reduced by strong shock-vortex interaction, leading to a 
diffuse compression system, see Fig. 6(c). 

Near stall the strength of the clearance vortex has increased with 
the static pressure gradient across the gap and the fact that the 
vortex path and the bow shock are nearly parallel. In combination 
with an increased shock strength, shock-vortex interaction is sub
stantially stronger than at operating points near peak efficiency, see 
Fig. 11 (b). The shock-induced casing boundary layer separation 
extends over a third of the passage from the pressure side toward 
midpitch. The displacement body generated by casing boundary 
layer separation merges with the one due to tip clearance vortex-
shock interaction. 

Fig. 10 Displacement fiar from axial reversed flow at peak efficiency; (a) 
nominal, (£>) half tip gap 
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rel. axial location 
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°-4 rel. axial location 
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Fig. 11 Displacement thickness Sar from axial reversed flow: (a) near 
choke and (b) near stall 

Stall Inception. The displacement in Fig. 11 (b) indicates that 
(numerical) stall, denned as divergence of the simulation, indi
rectly results from a reduced mass flux near the tip. It is a 
consequence of a locally increased blockage and not of a boundary 
layer separation caused by excessive incidence or diffusion. In 
contrast to experimental observations for stall in a subsonic cas
cade by Stark and Bross (1996), massive recirculation induced by 
boundary layer separation is not apparent in the rear of the passage. 

Just before stall onset, i.e., at the last stable operating point (rms 
density change down to 2 X 10~7), instabilities, interpreted as stall 
precursors, are found. At point i in Fig. \\{b) periodic bow 
shock-induced separation of the casing boundary layer is observed. 
Farther downstream from ;' the separated boundary layer reduces 
the remaining corridor between pressure surface and strong inter
action region; for an illustration see Fig. 12. Further reductions in 
mass flux likely lead to a fully separated boundary layer in turn 
causing a sudden upstream dislocation of the displacement body, 

rel. 

displacement 

8>r/c„ 

PS 

casing b.l. separation in 

the rotor inlet plane 

rel. pitch 

Fig. 12 Downstream view of displacement by axial flow reversal with 
casing boundary layer separation in the rotor inlet plane near stall 

as was observed by Adamczyk et al. (1991). The instabilities in the 
displacement 8ar are resolved due to the unsteady formulation of 
the time-marching scheme used to obtain the steady-state solution, 
but are not regarded as regular since the scheme is not time 
accurate. An adequate simulation of unsteady phenomena in an 
isolated compressor rotor by Copenhaver et al. (1997) showed 
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Fig. 13 S2-averaged displacement of incoming casing boundary layer 
streamline by axial flow reversal 
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Fig. 14 Shock structure and displacement by tip leakage flow, outer 
casing, peak efficiency 

unsteadiness from shock oscillation only, while measurements 
revealed an additional post-shock unsteadiness in static pressure 
downstream of the strong vortex-shock interaction. 

Pitch-Averaged Analysis. By integration of the pitchwise av
eraged flow, the displacement S,„. from axial flow reversal and the 
total displacement 8,01 of the inlet boundary layer displacement 
streamline may be obtained in the meridional plane. 

Near peak efficiency, Fig. 13(b) reveals an additional mean 
blockage due to flow reversal of approximately 3 percent axial 
chord. This substantially differs from a continuous increase in 
blockage between the in- and outlet plane as was obtained in 
subsonic plane cascades without clearance; see Stark and Hoheisel 
(1981). A characteristic maximum in the local displacement or 
blockage occurs at 30 percent chord near stall, at midchord near 
peak efficiency, and close to the trailing edge at choke; see Fig. 13. 

Toward stall, the strength of the bow shock increases and its 
location moves upstream. Here the casing boundary layer has 
already thickened upstream of the inlet plane and only a little 
blockage increase occurs between rotor inlet and exit plane. 

At choke, acceleration of the main flow decreases the displace
ment of the wall streamline over the front part of the passage; see 
Fig. 13(c). Only in this case, a linear transition function for the 
blockage near the casing yields a reasonable approximation within 
the blade passage. 

Loss Mechanisms. The main sources of loss are difficult to 
separate in the rotor tip region because generation and convection 
of loss are superimposed. The streamline patterns given in Fig. 
19-21 help distinguish loss convection from production. 

Characteristic Flow Areas. At peak efficiency, the region of 
axially reversed flow close to the outer casing is outlined in Fig. 
14. Three main features need to be pointed out: point 1 marking the 
onset of axial flow reversal flow on the pressure side, point 2 
marking the shock location on the suction side, and point 3 
marking the onset of strong shock-tip leakage interaction near 
midpitch. The shock structure, obtained from the pressure gradient 
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Fig. 15 Displacement and shock structure from tip leakage on quasi-
stream surfaces at constant pitch (peak efficiency) 

in the mean flow direction at the outer casing, is plotted in Fig. 14; 
it reveals the typical bulge or shift of the passage shock near the 
strong interaction region. 

Shock Structure. Figure 15 illustrates the dependence of the 
shock structure on the displacement from tip leakage; the locations 
of the three cut planes at constant pitch correspond to the dashed 
lines in Fig. 14. Near the suction side, at 10 percent pitch, the 
displacement from tip leakage decays with reducing driving pres
sure gradient across the shock and allows an oblique shock to 
establish itself. At midpitch the low-energy material concentrated 
in the vortex is forced to comply with the static pressure rise 
imposed by the shock. Here a large region of axially reversed flow 
leads to a A-shaped normal shock configuration, as is typically 
observed at the casing; see, e.g., Hah and Wennerstrom (1991). 
Close to the pressure side and at 90 percent pitch a region of 
axially reversed flow is observed that supplies the leakage flow 
with low-energy material. 

Secondary Loss Coefficient. For a quantitative discussion of 
the influence of the tip gap on secondary loss production, a 
weighted secondary loss coefficient is introduced by 
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Fig. 16 Definition of secondary loss coefficient MS,O 
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Fig. 17 Pitch-averaged secondary loss coefficient from leading to trail
ing edge at the rotor tip, peak efficiency 

,(x) = 10 to,,(i/f, x)dili - o)p(tfj = 0.9, x) (2) 

with 

OP(IIJ, x) = (ptpl - ptp)/(ptpl - ppl), (3) 

where ip denotes the normalized stream function, assuming a 
value of ijj = 0 at the hub and i// = 1 at the casing. Equation (2) 
represents an additional loss due to tip leakage and secondary 
flow, which is to be added to an approximately constant two-
dimensional loss over the outer 10 percent of mass flux; see Fig. 
16. 

Peak Efficiency Operation. A continuous increase in the sec
ondary loss coefficient is observed in Fig. 17 over the first 15 
percent chord; it is the consequence of vortex dissipation and 
mixing. Farther downstream, at approximately 20 percent chord, 
where the shock strength is reduced (relative to its strength below 
tjj = 0.9) by shock-vortex interaction, a decay of the loss coeffi
cient is calculated. The sudden increase in loss at point 3 in Fig. 17 
signals the onset of strong shock-vortex interaction. At the local 

maximum in displacement from flow reversal near point 1, the rate 
of increase in loss matches the one over the first 20 percent chord, 
suggesting a change in loss mechanism back to vortex dissipation 
and mixing.3 Figures 17 and 18, showing only a minor increase in 
loss and entropy over the front part of the passage, underscore that 
dissipation of vorticity in the strong part of the tip leakage vortex 
is less important compared to other loss sources. 

Between point 1 and the suction side shock at point 2, low-
energy material is driven into the neighboring passage by the large 
gap pressure gradient and wraps around the vortex core. The 
corresponding streamline pattern in the so-called weak part of the 
leakage vortex is found in Fig. 20. It is instructive to point out that 
the strong part of the leakage vortex, i.e., the core, does not 
increase its cross section upon going through the shock-imposed 
pressure rise, suggesting an exchange of kinetic energy for static 
pressure with a shock as the mechanism. The increase in blockage 
through the shock must therefore stem from material fed into the 
weak part of the leakage vortex and wrapped around the core. 

Off-Design Operation. The loss development at off-design is 
illustrated in Fig. 18 in terms of the entropy.4 High-loss fluid, i.e., 
high-entropy fluid, of the clearance vortex reaches the pressure 
surface around 60 percent chord at choke, around 30 percent chord 
at peak efficiency, and just aft of the leading edge at stall. A 
sudden increase in entropy, particularly pronounced at stall in Fig. 
18(a), marks the strong interaction of shock and leakage vortex; it 
is a consequence of the increased shock strength and a large 
amount of low energy material collected in the vortex core. 

In contrast to peak efficiency, the streamline pattern at stall, Fig. 19 
left, reveals an increase in the cross section of the vortex core, as was 
already observed by Puterbaugh and Brendel (1997). The cross sec
tion increase across the shock-imposed pressure rise indicates an 
exchange of kinetic energy for static pressure as in subsonic flow and 
not a pressure rise complying with shock jump relations. With the 
assumption of a (locally) inviscid flow, the subsequent decrease in 
vorticity, qualitatively deduced from the streamline pattern in Fig. 19 
left, may be explained with Kelvin's theorem. 

3 The dashed line helps visualize the matching slopes. 
4 With a color range tailored to resolve the loss best at choke, casing boundary layer 

loss cannot be discerned. 

(a) near stall (b) peak efficiency (c) near choke 

Fig. 18 Production and convection of entropy (loss) 
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Fig. 19 Tip leakage vortex, streamlines near stall 

Convective Loss Transport. At peak efficiency, Fig. 20, about 
two thirds of the incoming rotor casing boundary layer is driven 
into the tip gap. Although streamlines inside the suction side 
boundary layer do not show a pronounced radial crossflow from 
profile boundary layer separation or corner stall, the incoming 
casing boundary layer streamlines near stall in Fig. 19 turn toward 
higher flow angles, ending almost parallel to the pitchwise direc
tion in the inlet plane. Only a small part of the flow near the casing 

enters the blade passage, traveling through a corridor near the 
pressure surface. At stall, Stark and Bross (1996) observed casing 
boundary layer fluid separating ahead of the rotor inlet plane and 
entering neighboring passage after moving radially inward. 

Near choke and peak efficiency the strong part of the clearance 
vortex core is mostly fed low-loss fluid. Near stall, however, it is 
fed high-loss fluid from the (weak part of the) clearance vortex in 
the neighboring passage; compare Figs. 19 and 20. As a conse-

Fig. 20 Tip leakage vortex, streamlines at peak efficiency 

1L 
> V 

Fig. 21 Tip leakage vortex, streamlines at choke 
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quence thereof, a confined structure of the weak part of the leakage 
vortex is observed at choke. The comparatively small angle devi
ation, see Fig. 21, between leakage flow and main flow indicates 
that high-energy fluid with comparative large tangential velocities 
enters the tip gap. 

Influence on Design Mach Number Distribution 

Modeling for Sl/S2-Design. Because viscous endwall block
age is included in most S2-design codes, see De Ruyck and Hirsch 
(1981), it is important to investigate the deviation from a standard 
blockage distribution caused by the predominantly nonviscous 
three-dimensional tip leakage effect. The deviations of the pitch-
averaged blockage Slot in the three-dimensional simulations from a 
continuous increase between rotor in- and outlet plane was ap
proximated and fed into a S2 throughflow streamline curvature 
method. With the effective casing contour set by a displaced 
outermost streamline, this results in a change in the stream tube 
geometry. Departures of the actual displacement from rotational 
symmetry, see Fig. 10, were not accounted for. 

Mach Number Distributions. In Fig. 22, rotor Mach number 
distributions from a three-dimensional simulation are compared to 
those obtained in a two-dimensional simulation on SI-surfaces via 
a coupled Euler/Integral boundary layer scheme; see, e.g., Hoeger 
and Broichhausen (1992). Dashed lines correspond to Sl-solutions 
with standard stream tube geometry, while thin solid lines corre
spond to solutions obtained with a tube geometry modified for tip 
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Fig. 23 Dependence of the inlet flow angle on the blockage from tip 
leakage at peak efficiency 

leakage blockage. In the SI-simulations back-pressures obtained in 
the three-dimensional simulation were prescribed except at 95 
percent span, where an increased value was set to approximately 
reproduce the shock position of the three-dimensional simulation. 

At 60 percent span the throat area reduction due to tip leakage 
blockage only slightly affects the Mach number distribution. At 75 
percent span, on the contrary, the result of the S1-simulation with 
additional blockage is in improved agreement with that of the 
three-dimensional simulation. Near the casing, at 95 percent span, 
the flow is essentially of a three-dimensional nature. With little 
displacement at the pressure side found in the three-dimensional 
simulation, see Fig. 10(£>), the use of a pitch-averaged (additional) 
blockage in the SI-simulation results in a second shock on the 
pressure surface. On the suction side the flow is supersonic and the 
Mach number distribution for a rotationally symmetric stream tube 
shape is closely linked to blade geometry by the so-called unique 
incidence condition, see LichtfuB and Starken (1974). Differences 
in the suction surface Mach number distribution between the 
three-dimensional simulation and the SI-simulation with rotation-
ally symmetric stream tube geometry cannot be attributed to block
age, see Tweed et al. (1988), or stream tube shape alone.5 Further 
three-dimensional simulations without casing boundary layer did 
not significantly improve the agreement. Tip gap height variation 
could eliminate only half of the difference in the suction side Mach 
number. These observations strongly suggest a three-dimensional 
shock structure and rotationally asymmetric stream surface geom
etry as the major cause for the difference between two-dimensional 
and three-dimensional simulation. 

Inlet Flow Angle. For supersonic inflow, the inlet flow angle at 
choked operation is dictated by the unique incidence condition. While 
the suction surface Mach number is found to be nearly unaffected by 
the stream tube geometry, inlet flow angle and mass flow strongly 
depend on it. With the additional blockage from the tip leakage 
modeled in the S2-solution, the SI-simulation does reproduce the 2 
deg increase in the inlet flow angle due to tip leakage as given by the 
three-dimensional simulations, see Fig. 23. As already pointed out by 
Suder and Celestina (1996), additional blockage from tip leakage 
vortex/shock interaction at reduced mass flow increases the inlet flow 
angle and seems to be closely linked to stall onset. 

Conclusions 
With a moderate loading and a relative inlet Mach number of 

1.35 the single stage transonic rig at TU Darmstadt is representa
tive of current high compressor front stages. The three-

Fig. 22 Dependence of the design Mach number distribution on block
age from tip leakage 

The investigations for several AVDR transition functions were performed as part 
of the diploma work by A. Peters at the TU Aachen, 1992. 
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dimensional flow was investigated in detail using the Navier-
Stokes solver TRACE_S. Comparison of simulations near peak 
efficiency, choke and stall to extensive L2F data and EGV leading 
edge data demonstrated the solver's predictive capabilities. De
tailed analyses of simulations were performed to gain insight into 
the complex mechanisms governing tip leakage vortex-shoek-
interaction. 

1 The phenomenon is addressed in terms of an entirely new 
variable: the displacement of the casing streamline by axial 
flow reversal. The displacement surface at the casing is of a 
three-dimensional shape. Near peak efficiency, its maximum 
radial extent amounts to approximately 10 percent axial chord 
at midpitch, in the immediate vicinity of the strong shock-
vortex-interaction . 

2 In the present study radial and pitch-wise extent of the dis
placement are almost proportional to the gap height. 

3 While the vortex core goes through the shock-induced pressure 
rise without change in cross section at peak efficiency it 
substantially increases in cross section near stall. This indicates 
that, contrary to stall, only the weak part of the vortex con
tributes to the increased blockage at peak efficiency. 

4 The vortex core is fed with high-loss/low-momentum fluid 
from the neighboring passage, particularly at stall. 

5 Reducing the mass flux increases the blockage from axial flow 
reversal induced by tip clearance effects until only a small 
corridor near the blade pressure surface remains open to the 
flow. At stall a bow shock-induced separation of the casing 
boundary layer further reduces the corridor and localized in
stability waves occur on the displacement surface in the post 
shock region. 

6 Near peak efficiency a pitch-averaged secondary loss coeffi
cient, defined over the outer 10 percent mass flux near the 
casing, shows an almost continuous increase of loss from 
leading to trailing edge. In the strong shock-vortex-interaction 
region, however, a steep increase in loss is found. 

A simple model was established, which approximately accounts 
for the additional local blockage from tip leakage flow in a S2 
throughflow method. The resulting modified stream tube geometry 
subsequently was input into a two-dimensional Euler simulation 
coupled to an integral boundary layer scheme. 

1 The two-dimensional blade surface Mach number distributions 
with the modified stream tube geometry show improved agree
ment with those of the three-dimensional simulation. Even near 
the casing, where the flow is predominantly three-dimensional, 
the modified two-dimensional solution is better in line with the 
three-dimensional simulation. It fails, however, to correctly 
predict the shock position. 

2 The mean inlet flow angle predicted in the two-dimensional 
simulation, however, quite accurately approximates the in
crease due to tip leakage blockage predicted by the three-
dimensional simulation. 

Particularly at reduced mass flux, an understanding of phenomena 
relating tip clearance flow to the onset of stall is crucial and can 
lead to substantial extension in operating range. The simple model 
for the additional local blockage induced by the tip clearance 
vortex allows to approximately introduce three-dimensional ef
fects into S1/S2 compressor simulations already at an early stage 
of the design process. 
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The Role of Tip Leakage Vortex 
Breakdown in Compressor 
Rotor Aerodynamics 
The breakdown of tip leakage vortex has been investigated on a low-speed axial 
compressor rotor with moderate blade loading. Effects of the breakdown on the rotor 
aerodynamics are elucidated by Navier-Stokes flow simulations and visualization 
techniques for identifying the breakdown. The simulations show that the leakage 
vortex breakdown occurs inside the rotor at a lower flow rate than the peak pressure 
rise operating condition. The breakdown is characterized by the existence of the 
stagnation point followed by a bubblelike recirculation region. The onset of break
down causes significant changes in the nature of the tip leakage vortex: large 
expansion of the vortex and disappearance of the streamwise vorticity concentrated in 
the vortex. The expansion has an extremely large blockage effect extending upstream 
of the leading edge. The disappearance of the concentrated vorticity results in no 
rolling-up of the vortex downstream of the rotor and the disappearance of the 
pressure trough on the casing. The leakage flow field downstream of the rotor is 
dominated by the outward radial flow, resulting from the contraction of the bubblelike 
structure of the breakdown region. It is found that the leakage vortex breakdown plays 
a major role in characteristic of rotor performance at near-stall conditions. As the 
flow rate is decreased from the peak pressure rise operating condition, the breakdown 
region grows rapidly in the streamwise, spanwise, and pitchwise directions. The 
growth of the breakdown causes the blockage and the loss to Increase drastically. 
Then, the interaction of the breakdown region with the blade suction surface gives rise 
to the three-dimensional separation of the suction surface boundary layer, thus 
leading to a sudden drop in the total pressure rise across the rotor. 

Introduction 
"Vortex breakdown" or "vortex bursting" is a well-known phe

nomenon widely observed in streamwise slender vortices in exter
nal vortical flows and internal swirling flows, for example leading 
edge vortices over delta wings, swirling jets in combustion cham
bers, and swirling flows in draft tubes of hydraulic turbines and 
cyclone separators. For the last four decades, practical importance 
of the vortex breakdown has yielded a large number of experi
mental and theoretical studies, which have been reviewed by Hall 
(1972), Leibovich (1978, 1984), Escudier (1988), and Delery 
(1994). These studies show that two types of vortex breakdown 
(bubble and spiral types) can be distinguished, that the occurrence 
of breakdown brings about rapid expansion of the vortex, substan
tial changes in its velocity field and large-scale flow fluctuations, 
and that major flow parameters influencing the breakdown are the 
adverse pressure gradient in the streamwise direction and the swirl 
intensity of the vortex. In spite of the extensive research, the 
mechanism of vortex breakdown still remains one of the unre
solved and intriguing problems in fluid mechanics. However, the 
existence of a stagnation point on the centerline of vortex structure 
is universally accepted as a distinctive feature of the vortex 
breakdown. 

It is well known that compressor rotor performance is affected 
significantly by tip leakage flow. Behavior and structure of the tip 
leakage flow have been investigated by experimental and compu
tational research work. Its nature is characterized by rolling-up of 
a shear layer between leakage jet and main stream. The rolling-up 
forms a streamwise slender vortex, a so-called tip leakage vortex, 

in the same manner as the leading edge vortices over delta wings. 
It is no wonder that the vortex breakdown would occur in the tip 
leakage flow field under some circumstances. However, no one 
turned his attention to the occurrence of the leakage vortex break
down until it happened to be noticed the same time by Furukawa 
et al. (1998) and Schfechtriem and Lotzerich (1997). Although 
much progress has been achieved in research on the tip leakage 
flow, all facets of the leakage vortex breakdown have gone 
unnoticed. 

Schlechtriem and Lotzerich (1997) detected the leakage vortex 
breakdown caused by a sudden deceleration across a passage 
shock in a transonic axial compressor rotor at near-stall conditions. 
They pointed out that a blockage resulting from the breakdown had 
a major impact on stall. Meanwhile Furukawa et al. (1998) found 
out that the leakage vortex breakdown occurred even at a design 
point for a low-speed diagonal compressor rotor with high blade 
loading. They showed that the breakdown gave rise to substantial 
changes in the behavior of the tip leakage flow: no rolling-up of the 
leakage vortex downstream of the rotor, disappearance of the 
casing pressure trough at the aft part of the rotor passage, large 
spread of low-energy fluid in the leakage flow. The leakage vortex 
breakdown has just begun to be studied. 

The present study deals with the breakdown of the tip leakage 
vortex in a low-speed axial compressor rotor with moderate blade 
loading. The onset of breakdown, its growth at near-stall condi
tions, and its role in characteristic of the rotor performance are 
investigated by Navier-Stokes flow simulations with a high-
resolution upwind scheme based on a TVD formulation. 

Contributed by the International Gas Turbine Institute and presented at the 43rd 
International Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, 
Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine 
Institute February 1998. Paper No. 98-GT-239. Associate Technical Editor: R. E. 
Kielb. 

Background 
Formation of the tip leakage vortex can be clearly observed in a 

phase-locked velocity field just downstream of a low-speed axial 
compressor rotor (Inoue et al., 1986) and in a phase-locked pres-

Journal of Turbomachinery Copyright © 1999 by ASME JULY 1999, Vol. 121 / 469 

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Rotation 

40 80 100 
Casing i. o-

0.9-

0.8-

0.7-

Hub 0.6J 

•pSBHS 
" —«'** 'sss**ff r t I H » I H^////M frmi 

JSiteiiiiiSfiiij 
(a) Design operating condition 

Casing j _ 0. 

Hub 0.6-

(b) Near-stall operating condition 

Fig. 1 Secondary flow vectors measured downstream of rotor with tip 
clearance of 1.7 percent of tip chord, from Inoue et al. (1991) 

Hub o. 6-
(a) Design operating condition 

Rotation 

Casing 
20 40 IX 60 

Hub 

1.0-

0.9-

0.8-

0.7-

0.6-

J I I I L 
80 100 

J l l l 

(b) Near-stall operating condition 

sure field on a casing wall (Inoue and Kuroumaru, 1989). Distinc
tive features of the tip leakage vortex find their expression in 
coiling of secondary flow vectors, accumulation of low-energy 
fluid and casing wall pressure trough. At near-stall operating 
conditions, however, considerable change in the distinctive fea
tures has been observed (Inoue et al., 1990, 1991). 

Figures 1 and 2 show secondary flow vectors (Inoue et al, 1991) 
and relative kinetic energy defect distributions (Inoue et al., 1990) 
measured just downstream of the low-speed compressor rotor by a 
hotwire for design and near-stall operating conditions. The rotor 
has a moderate blade loading and is the same as one investigated 
in the present study. For the design operating condition, the 
rolling-up of the leakage vortex and the accumulation of the 
low-energy fluid around the vortex are readily seen near the casing. 
On the other hand, for the near-stall condition, there is not a 
rolling-up of the vortex, but an outward radial flow in the second
ary flow field near the casing (Fig. 1(b)). Figure 2(b) indicates that 
for the near-stall condition, spread of the low-energy fluid accu
mulating on the casing is so large that it extends to about 40 
percent of span from the casing. This large spread of the low-
energy fluid implies a significant growth of the casing wall bound
ary layer. However, it seems that flow separation on the suction 
surface near the blade tip does not occur in spite of the near-stall 
condition, considering that the low-energy fluid near the casing 
accumulates on the pressure side and that width of the blade wake 
near the tip is not so thick as to indicate the occurrence of local 
flow separation on the blade. 

Figures 3 and 4 show phase-locked distributions of the casing 
pressure field measured in the same rotor as Figs. 1 and 2 (Inoue 
et al., 1991). For the design operating condition, a pressure trough 
extends from the minimum pressure region close to the blade 
suction surface to the rotor exit, as shown in Fig. 3(a). It is evident 

Fig. 2 Relative kinetic energy defect distributions measured down
stream of rotor with tip clearance of 1.7 percent of tip chord, from Inoue 
et al. (1990) 

that the pressure t rough corresponds to a trajectory of the tip 
leakage vortex (Inoue and Kuroumaru , 1989). Figure 4 (a ) indi
cates that there is a high-pressure fluctuation region along the 
pressure t rough, which is the effect of the peripheral swaying of 
the leakage vortex (Inoue and Kuroumaru , 1984). Meanwhi le , for 

Rotation 

(a) Design operating condition 

(b) Near-stall operating condition 

Fig. 3 Phase-locked distributions of mean pressure measured on cas
ing wall in rotor with tip clearance of 1.7 percent of tip chord, from Inoue 
etal. (1991) 
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Fig. 4 Phase-locked distributions of pressure fluctuation measured on 
casing wall in rotor with tip clearance of 1.7 percent of tip chord, from 
Inoue et al. (1991) 

the near-stall operating condition shown in Fig. 3(b), the pressure 
trough formed near the leading edge decays in the streamwise 
direction, disappearing at the aft part of the passage. Moreover, it 
is observed in Fig. 4(b) that a highly fluctuating pressure field 
appears across the fore part of the passage and has the highest 
fluctuation near the pressure side. 

It is found that the behavior of the tip leakage vortex near stall 
is substantially different from that at the design point: no 
rolling-up of the vortex downstream of the rotor, the outward 
radial flow in the leakage flow field downstream of the rotor, the 
large spread of the low-energy fluid in the leakage flow, and 
disappearance of the casing pressure trough at the aft part of the 
rotor passage. The behavior is very similar to that observed in a 
diagonal flow compressor rotor with high blade loading where the 
breakdown of the leakage vortex occurs at the aft part of the 
passage (Furukawa et al., 1998). Recently, Lakshminarayana et al. 
(1995) have also observed no rolling-up of the leakage vortex and 
the outward radial flow in a leakage flow field downstream of an 
axial compressor rotor for the peak pressure rise operating condi
tion. To investigate what causes the behavior of the leakage vortex 
at near-stall conditions, we have carried out the present numerical 
study. 

Test Compressor Rotor 

The present investigation was performed on the low-speed iso
lated axial compressor rotor. In previous studies tip leakage flow 
fields behind and inside the rotor were measured at the design 
operating condition by Inoue et al. (1986), and Inoue and Kurou-
maru (1989). At near-stall conditions the behavior of the tip 
leakage flow (Figs. 1, 2, and 3) and statistical characteristics of the 
casing wall pressure fluctuation (Fig. 4) were investigated exper
imentally by Inoue et al. (1990, 1991). 

The test compressor stage has a design flow coefficient c/> (mean 
axial velocity divided by rotor tip speed) of 0.5 and a design total 
pressure rise coefficient i/r (total pressure rise divided by dynamic 
pressure corresponding to rotor tip speed) of 0.4. The hub/tip ratio 
of the rotor is 0.6, with the blade tip diameter of 449 mm. The rotor 
blade has NACA 65 series profile sections designed by free vortex 
operation with an axial inlet flow condition, and the number of 
blades is 12. The blade tip section has a solidity of 1.0 and a chord 
length of 117.5 mm. In the present study the blade tip clearance T 
is 2.0 mm (1.7 percent of tip chord). Details of aerodynamic design 
parameters of the rotor are given in a previous paper of Inoue et al. 
(1986). 
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Numerical Simulation Method 

Numerical Scheme. In numerical flow simulations performed 
for the present study, the compressible Navier-Stokes equations 
were solved by an unfactored implicit upwind relaxation scheme 
(Furukawa et al, 1992, 1995). The numerical method used is 
outlined in the following. 

The three-dimensional, Reynolds-averaged Navier-Stokes 
equations were discretized in space using a cell-centered finite 
volume formulation and in time using the Euler implicit method. 
To capture the tip leakage vortex sharply near the casing wall, the 
inviscid fluxes were evaluated by a high-resolution upwind scheme 
based on a TVD formulation (Furukawa et al., 1991; Inoue and 
Furukawa, 1994) where the Roe's approximate Riemann solver of 
Chakravarthy (1986) and the third-order accurate MUSCL ap
proach of Anderson et al. (1986) with the Van Albada limiter were 
implemented. Most of numerical flow solvers for turbomachinery 
problems, however, are based on artificial dissipative schemes in 
which the inviscid terms are discretized in central differencing 
manners with artificial dissipation terms. According to studies on 
the application of high-resolution upwind schemes to the Navier-
Stokes equations by van Leer et al. (1987), and Swanson and 
Turkel (1993), it is found that built-in numerical dissipation terms 
for the high-resolution upwind schemes using Riemann solvers 
automatically become much smaller in boundary layers than those 
for the artificial dissipative schemes. This means that the high-
resolution upwind schemes do not contaminate the boundary-layer 
velocity profile. It should be realized that the high-resolution 
upwind schemes based on the Riemann solvers have excellent 
shear-layer capturing capability, as well as shock-wave capturing 
capability. In the present scheme, the viscous fluxes were deter
mined in a central differencing manner with Gauss's theorem, and 
the algebraic turbulence model of Baldwin and Lomax (1978) was 
employed to estimate the eddy viscosity. The boundary layer 
transition was determined in accordance with an original criterion 
of transition in the Baldwin and Lomax model. Unfactored implicit 
equations derived with no approximate factorization were solved 
by a point Gauss-Seidel relaxation method. The present scheme 
was stable up to a Courant number of about 100. 

Computational Grids. A composite grid system with struc
tured H-type grids was used to simulate the tip leakage flow field 
accurately. A computational domain was divided into two zones. 
One zone was a main flow region outside the blade tip clearance, 
and the other was the tip clearance region. In each zone a struc
tured H-type grid was generated as shown in Fig. 5. The main grid 
consisted of 80 cells in the streamwise direction (52 cells on the 
blade), 96 cells in the spanwise direction, and 64 cells in the 

Embedded Main 
H-type Grid H-type Grid 

Fig. 5 Typical cross-sectional view of computational grid 
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pitchwise direction. In order to capture the tip leakage vortex 
sharply, the grid resolution near the casing was kept high even in 
the midpitch region, as seen in Fig. 5. Meanwhile the spanwise 
grid resolution near the hub was lower than that near the casing. 
The grid embedded in the blade tip clearance consisted of 52 X 
32 X 16 cells in the chordwise, pitchwise, and spanwise directions, 
respectively. The whole grid system had 518,144 cells. The ratio of 
the minimum grid spacing on solid walls to the blade tip chord 
length was under 5 X 10~5 to evaluate the viscous fluxes at the 
walls by applying the no-slip and adiabatic conditions with no wall 
function method. This minimum grid spacing gave y+ £ 1 at the 
walls. 

Boundary and Computational Conditions. Boundaries of 
the computational domain are formed by cell interfaces in the 
cell-centered finite volume approach. Hence, the boundary condi
tions must be imposed by the fluxes through the boundaries. In the 
present scheme, fictitious cells were introduced just outside all the 
boundaries, and values of conserved variables satisfying boundary 
conditions were given at the fictitious cells. Using the fictitious 
cells, numerical fluxes through the boundaries were evaluated in 
the same way as interior cell interfaces. This treatment of the 
boundary conditions prevented nonphysical reflections at the in
flow and outflow boundaries, because the inviscid fluxes through 
the boundaries were evaluated according to the approximate 
Riemann solver, in which the signal propagation properties of the 
Euler equations were simulated. Details of the boundary conditions 
can be found from the previous study of Furukawa et al. (1995). 

The inflow boundary conditions were given by experimental 
results measured upstream of the rotor using a five-hole cobra 
probe (Inoue et al., 1986). The inlet boundary layer on the casing 
wall had a thickness of 6 mm and a displacement thickness of 0.7 
mm. The thickness of the casing wall boundary layer is larger than 
the blade tip clearance of 2 mm. 

The outflow boundary conditions were prescribed in a manner 
similar to that of Ayder and Van den Braembussche (1994) using 
a static pressure given at one reference point of the outflow 
boundary and the flow solution at interior cells adjacent to the 
outflow boundary. It should be noted that the outflow boundary 
conditions implemented in the present scheme allowed the pres
sure to vary on the boundary according to effects of streamline 
curvature and swirl. The pressure at the reference point was 
adjusted in the iterative procedure of the computation so that the 
total flow rate imposed would be satisfied. The numerical simula
tions were carried out at flow conditions ranging from the design 
flow rate of (p = 0.5 to a low flow rate of </> = 0.35. 

Validity of Numerical Simulation. The present scheme has 
been already applied to calculations of steady transonic cascade 
flows (Furukawa et al., 1991), an unsteady flow induced by the 
trailing edge vortex shedding in a transonic turbine cascade (Fu
rukawa et al., 1992) and a three-dimensional flow in a diagonal 
flow compressor rotor (Furukawa et al., 1995). In these previous 
studies the validity of the scheme has been presented by comparing 
numerical results with experimental ones. 

To show the validity of numerical simulations performed in the 
present study, computational and experimental results at the design 
flow rate (t/> = 0.5) are presented in Fig. 6. In the figure, tangen-
tially averaged flow properties downstream of the rotor are shown, 
and the abscissa denotes the nondimensional distance from the hub 
wall. Agreement between computational and experimental results 
is good except in the vicinity of the hub wall. The discrepancy in 
the hub region may be due to the relatively low grid resolution in 
the spanwise direction near the hub; on the other hand the discrep
ancy in the tip region is not so large that it must be considered an 
effect caused by a difference in the tip leakage vortex structure 
between the computational and experimental results. A computa
tional result of the casing wall pressure distribution, which will be 
presented later for the design operating condition in Fig. 7, agrees 
well with the experimental result shown in Fig. 3(a). It is clearly 
seen that the pressure trough corresponding to the leakage vortex 
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(d) Total pressure rise 

Fig. 6 Spanwise distributions of tangentially averaged flow down
stream of rotor for design operating condition 

trajectory is well captured in the computation. This implies that 
flow phenomena near the casing are correctly simulated. Conse
quently, the tip leakage flow field inside the rotor can be investi
gated by analyzing the numerical results in detail. 

Visualization Techniques for Identifying Vortex 
Breakdown 

The tip leakage flow field in the rotor is highly complicated, in 
which the leakage vortex interacts with the nonuniform main flow 
and the boundary layer on the casing wall having a motion relative 
to the rotor. To understand the complicated flow field, numerical 
solutions are visualized by three-dimensional computer graphics. It 
is not easy to detect the vortex breakdown in the tip leakage flow 
field using only conventional visualization techniques such as 
three-dimensional particle traces in a computational space or con
tour plots on computational surfaces. It should be noted that 
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Fig. 7 Vortex cores colored with normalized helicity distribution, casing 
wall pressure distribution (black lines in right passage) and leakage 
streamlines surrounding tip leakage vortex (black lines in left passage) 
for design operating condition (</> = 0.50) 

particle traces from a region of "vortex core" are crucial to iden
tification of the vortex breakdown. If one does not determine the 
location of the tip leakage vortex core, which forms a part of 
numerical solution and is not known in advance, a sufficient 
number of particle traces must emanate from appropriate locations 
corresponding to the vortex core by trial and error. Such post
processing for the vortex breakdown identification is quite time 
consuming. Poor processing cannot extract valuable information 
about the vortex breakdown from the numerical solutions. There
fore, the following two techniques are introduced here to detect the 
onset of the tip leakage vortex breakdown readily: 

• Semi-analytic method for determining the vortex core 
• Normalized helicity 

The semi-analytic method of Sawada (1995) very similar to the 
critical-point theory (Perry and Chong, 1987) is introduced as an 
intelligent method for determining the vortex core. In Sawada's 
method, assuming that a local velocity field can be linearly pa
rametrized in a tetrahedral cell, streamline equations become in-
tegrable analytically for the cell and as a result the obtained 
streamline expression provides a possible vortex centerline in the 
cell. In the present study the computational cell crossed by the 
vortex centerline is defined as a fraction of the "vortex core." The 
three-dimensional location of the whole vortex core region can be 
readily determined by a collection of the computational cells 
defined as the fractions of the vortex core. The determination of the 
vortex core makes the identification of the vortex breakdown much 
easier and more reliable, as will be shown in the numerical results. 

In order to investigate the nature of the tip leakage vortex 
quantitatively, a normalized helicity similar to that used by Levy et 
al. (1990) is introduced. The normalized helicity used in the 
present study is the same as that found in the previous paper 
(Furukawa et al, 1998) which is defined as 

where £ and w denote vectors of the "absolute" vorticity and 
the "relative" flow velocity, respectively. Note that the normal
ized helicity is not defined by the "relative vorticity," but by the 
"absolute vorticity," considering that secondary flow fields in 
the rotor are dominated by the component of "absolute vortic
ity" along the "relative flow" direction. The normalized helicity 
is the cosine of the angle between the absolute vorticity and 
relative velocity vectors. This means that the magnitude of the 
normalized helicity tends to unity in the vortex core, and that its 
sign indicates the direction of swirl of the vortex relative to the 
streamwise velocity component. In contrast to the streamwise 
vorticity, the normalized helicity allows us to examine the 
nature of the vortex quantitatively, regardless of the decay of 

Fig. 8 Streamwise absolute vorticity distributions on crossflow planes 
perpendicular to tip leakage vortex and leakage streamlines (black lines) 
for design operating condition (i}> = 0.50) 

vorticity in the streamwise direction. Distributions of the nor
malized helicity along the vortex core are very useful in finding 
out changes in the nature of the tip leakage vortex caused by the 
breakdown. 

Results and Discussion 

Tip Leakage Vortex Without Breakdown. For the test com
pressor rotor, the breakdown of the tip leakage vortex is not 
observed in the range of flow rate from the design operating point 
(4> = 0.5) to the peak pressure rise operating point (</> = 0.38). The 
distinctive behavior of the tip leakage vortex without breakdown is 
presented here. 

A tip leakage flow field at the design flow rate (4> = 0.5) is 
shown in Fig. 7, which is a perspective view from the casing side. 
In this figure vortex cores identified by the above-mentioned 
semi-analytic method are colored with the normalized helicity 
defined by Eq. (1). Red on the vortex cores corresponds to the 
normalized helicity of 1.0, green to zero, and blue to —1.0. Black 
lines in the right passage denote a distribution of the casing wall 
pressure, while black lines in the left passage denote tip leakage 
streamlines. A distinct pressure trough on the casing wall is clearly 
seen from the blade suction side near the minimum pressure region 
to the rotor exit. Its behavior agrees well with the experimental 
result shown in Fig. 3(a). The tip leakage vortex core identified is 
located along the pressure trough and has the normalized helicity 
of about unity. The positive high value of the normalized helicity 
means that the tip leakage vortex is tightly rolled up. The 
rolling-up of the leakage vortex is also observed as a spiraling of 
the leakage streamlines around the vortex core shown in the left 
passage. This behavior of the leakage vortex corresponds well to 
the experimental result of the secondary flow field downstream of 
the rotor (Fig. 1(a)). Physical explanation of this flow field has 
been presented by Inoue et al. (1998), who have analyzed the 
numerical solution in further detail. 

Fig. 9 Total pressure loss distributions on crossflow planes perpendic
ular to tip leakage vortex and leakage streamlines (black lines) for design 
operating condition (</> = 0.50) 
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Fig. 10 Limiting streamlines on blade suction surface for design oper
ating condition (<f> = 0.50) 

Distributions of a streamwise absolute vorticity and a total 
pressure loss for the design flow rate are shown in Figs. 8 and 9 
where color contours of the distributions are represented on four 
crossflow planes nearly perpendicular to the tip leakage vortex 
core, as shown by planes I, II, III, and IV. In the figures black lines 
are the same leakage streamlines as those shown in Fig. 7. The 
streamwise absolute vorticity is defined by the component of 
absolute vorticity along the relative flow direction and is normal
ized by twice the angular velocity magnitude of the rotor. The total 
pressure loss is defined and normalized as 

_ ^rc»~ ric6l) - (P- P,)/p 
(P ~ vj/2 (2) 

where r is the radius from the axis of rotation, c0 is the absolute 
tangential velocity component, P is the total pressure, p is the 
density, U, is the blade tip speed, and subscript 1 denotes the rotor 
inlet. Only the region with the total pressure loss above 0.2 is 
shown in Fig. 9. Although the streamwise absolute vorticity in the 
tip leakage vortex decays gradually in the streamwise direction, the 
region with concentrated vorticity corresponding to the vortex core 
can be clearly observed even at plane IV. In Fig. 9 it is seen that 
high loss fluid accumulates around the leakage vortex core. The 
high loss region corresponds to the low-energy fluid accumulation 
observed near the casing in the experimental result of Fig. 2(a). Its 
size grows larger gradually in the streamwise direction. It is found 
from Figs. 7, 8, and 9 that the nature of the tip leakage vortex has 
no abrupt change in the streamwise direction. 

Figure 10 shows limiting streamlines on the blade suction sur
face for the design flow rate. A secondary flow toward the casing 
is observed near the hub. This flow near the hub is caused by a 
secondary flow toward the suction surface in the hub wall bound
ary layer. Near the blade tip an outward radial flow is slightly 

Fig. 11 Vortex cores colored with normalized helicity distribution, cas
ing wall pressure distribution (black lines in right passage), and leakage 
streamlines surrounding tip leakage vortex (black lines in left passage) 
for peak pressure rise operating condition (<J> = 0.38) 

Fig. 12 Limiting streamlines on blade suction surface for peak pressure 
rise operating condition ( * = 0.38) 

noticeable. However, there is no considerable effect of the leakage 
flow on the suction surface boundary layer. 

A perspective view of the tip leakage flow field at the peak 
pressure rise operating condition (</> = 0.38) is shown in Fig. 11. 
The formation of the tip leakage vortex starts from a nearer 
location to the leading edge than the design operating condition 
shown in Fig. 7. The casing wall pressure trough is deeper near the 
leading edge than the design operating condition, while it becomes 
shallower at the aft part of the blade passage. The tip leakage 
vortex core with the normalized helicity of nearly unity is observed 
along the pressure trough even at the aft part of the passage. This 
implies that the leakage vortex continues rolling up there. Accord
ing to the behavior of the leakage streamlines shown in the left 
passage, it appears that the leakage vortex expands gradually in the 
streamwise direction. In the same manner as the design operating 
condition shown in Fig. 7, however, any abrupt change in the 
nature of the vortex is not observed. 

Figure 12 shows limiting streamlines on the suction surface for 
the peak pressure rise operating condition (4> = 0.38). Although 
the secondary flow toward the casing becomes stronger on the hub 
side, there is no abrupt change in the behavior of the suction 
surface boundary layer near the tip. The onset of flow separation is 
not observed on the suction surface. 

Onset of Leakage Vortex Breakdown. As mentioned in the 
previous section, the tip leakage vortex has no significant change 
in its nature at any flow rate not lower than the peak pressure rise 
operating condition; on the other hand substantial change in the 
nature appears at a lower flow rate. 

Figure 13 shows a leakage flow field at a flow rate of </> = 0.37 
slightly lower than the peak pressure rise operating condition (<j> = 
0.38). At the fore part of the rotor passage, the distinctive behavior 
of the tip leakage vortex can be readily seen, that is, a leakage 

Fig. 13 Vortex cores colored with normalized helicity distribution, cas
ing wall pressure distribution (black lines in right passage), recirculation 
region in leakage vortex breakdown (colored white in left passage), and 
leakage streamlines outside recirculation region (black lines in left pas
sage) for <f> = 0.37 
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Fig. 14 Streamline close to tip leakage vortex center (colored with 
relative velocity magnitude), streamline in recirculation region (white 
line), and leakage streamlines outside recirculation region (black lines) 
for <J> = 0.37 

vortex core with the normalized helicity of about unity traces a 
casing pressure trough in the same manner as the design and peak 
pressure rise operating conditions (Figs. 7 and 11). Near the 
middle of the passage, however, the pressure trough decays 
abruptly in the streamwise direction, disappearing at the aft part of 
the passage. The pressure distribution on the casing wall is closely 
related to the behavior of the leakage vortex. The normalized 
helicity on the leakage vortex core changes drastically near the 
middle of the passage: As the casing pressure trough decays, the 
normalized helicity changes rapidly from about unity to about 
minus unity. This means a drastic change in the nature of the 
vortex, considering that the normalized helicity corresponds to the 
angle between the absolute vorticity and relative velocity vectors, 
and that its sign indicates the swirl direction of the vortex relative 
to the streamwise velocity component. Downstream of the middle 
of the passage the normalized helicity on the vortex core becomes 
positive again. At the left passage in Fig. 13 it is observed that the 
leakage streamlines spiral tightly around the vortex core at the fore 
part of the passage, expand near the middle, and spiral weakly at 
the aft part of the passage. Moreover, it should be realized that a 
small recirculation region appears around a portion of the vortex 
core with the negative normalized helicity, as shown by a white 
region at the left passage in Fig. 13. The behavior of the leakage 
vortex for this flow rate (<j> = 0.37) is found to be substantially 
different from that for the design and peak pressure rise operating 
conditions. 

A detailed view of the recirculation region for <j) = 0.37 is 
shown in Fig. 14. A streamline close to the leakage vortex center 
is colored with the relative velocity magnitude normalized by the 
blade tip speed. A recirculating flow in the leakage vortex core is 
shown by a white streamline, whereas a leakage flow outside the 
recirculation region is shown by black streamlines. It is clearly 
seen that the recirculation region has a bubblelike structure. The 
relative velocity along the streamline close to the vortex center 
decreases rapidly in the streamwise direction. It is evident that the 

Streamline J^^L \ 
close to vortex center £^ [\. ^ 

7 / Streamsurface bounding 
Vortex center / recirculation region 

Stagnation point 
forming three-dimensional focus 

Fig. 15 Flow topology of vortex breakdown 

Fig. 16 Streamwise absolute vorticity distributions on crossflow planes 
perpendicular to tip leakage vortex and leakage streamlines (black lines) 
for <J> = 0.37 

deceleration of the vortex core flow followed by the recirculation 
region causes an expansion of the vortex. Just in front of the 
recirculation region, the flow near the vortex center is decelerated 
almost to stagnation, and the streamline close to the vortex center 
kinks abruptly. This flow behavior implies the existence of a 
stagnation point forming a three-dimensional focus in front of the 
recirculation region, as shown in Fig. 15. The existence of the 
stagnation point in the vortex core is the distinctive feature of 
vortex breakdown (Leibovich, 1978; Delery, 1994). Therefore, it 
can safely be said that there is the onset of "vortex breakdown" in 
the tip leakage flow field for cj> = 0.37. In the present case a 
"bubble-type" breakdown seems to occur at the middle of the 
passage. 

Figures 16 and 17 show distributions of the streamwise absolute 
vorticity and the total pressure loss, respectively, on the crossflow 
planes nearly perpendicular to the tip leakage vortex core. In the 
figures leakage streamlines are shown by black lines. The tip 
leakage vortex core with concentrated vorticity is observed on 
plane I in Fig. 16. This corresponds to the strong rolling-up of the 
vortex shown by a spiraling of the leakage streamlines (black 
lines). However, as the leakage vortex expands owing to the 
deceleration of the vortex core flow upstream of the recirculation 
region, the streamwise absolute vorticity in the vortex core de
creases rapidly as shown at plane II. Then, the leakage vortex 
structure changes drastically at plane III located in the breakdown 
region: The vortex core with concentrated vorticity disappears, and 
a region with slightly negative value of the streamwise vorticity 
appears in the leakage flow field. The concentrated high vorticity 
is not observed even at plane IV downstream of the recirculation 
region. The disappearance of the vortex core with the concentrated 
high vorticity corresponds to the disappearance of the casing 
pressure trough shown in Fig. 13. This structure of the leakage 
vortex with breakdown is substantially different from that for the 
design operating condition shown in Fig. 8. Compared with the 

Fig. 17 Total pressure loss distributions on crossflow planes perpen
dicular to tip leakage vortex and leakage streamlines (black lines) for <J> 
= 0.37 
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Fig. 18 Vortex cores colored with normalized helicity distribution, cas
ing wall pressure distribution (black lines in right passage), streamlines 
passing through recirculation region in leakage vortex breakdown (white 
lines in left passage), and leakage streamlines outside recirculation 
region (black lines in left passage) for <(> = 0.36 

total pressure loss distribution for the design operating condition 
shown in Fig. 9, Fig. 17 indicates that the loss level is higher in the 
leakage vortex with breakdown, and that an extremely large spread 
of the high loss region takes place. Obviously, this behavior is 
closely related to the occurrence of vortex breakdown. Needless to 
say, the large spread of the high loss region due to the vortex 
breakdown means a sudden growth of the casing wall boundary 
layer having a large blockage effect. 

Numerous investigations of the vortex breakdown during the 
last four decades show that two types of breakdown exist: the 
bubble and spiral types. In this study, however, the bubble-type 
breakdown is observed in the tip leakage vortex. The bubblelike 
structure captured by the present simulation, as shown in Fig. 14, 
should be interpreted as a time-meanlike structure, because the 
simulation does not have enough grid resolution to capture flow 
unsteadiness. Although it is well known that instantaneous flow 
structure in vortex breakdown is highly fluctuating, time-mean 
measurements of the breakdown always reveal the bubblelike 
structure (Delery, 1994). Therefore, the results in the present 
simulation are correct in the sense of time-mean. 

Growth of Leakage Vortex Breakdown Near Stall. The 
breakdown of the tip leakage vortex is likely to have a significant 
effect on the onset of stall, considering that the breakdown with the 
recirculation region has a large blockage effect. It is important to 
investigate how the leakage vortex breakdown grows as the flow 
rate is decreased. 

A tip leakage flow field for a lower flow rate of $ = 0.36 than 
the breakdown onset condition is shown in Fig. 18. In the left 
passage in the figure, white lines denote streamlines passing 
through a recirculation region caused by the breakdown, while 
black ones denote leakage streamlines outside the recirculation 
region. The distribution of the casing wall pressure shown by black 
lines at the right passage corresponds well to the experimental 
result in Fig. 3(b). From the streamlines it is observed that a 
bubble-type breakdown occurs in the leakage vortex and has a 
large recirculation region. The recirculation region is open on the 
downstream side, through which the white streamlines enter and 
exit. Compared with Fig. 13, it is found that the bubblelike 
recirculation region grows rapidly in the streamwise and pitchwise 
directions as the flow rate is decreased. This growth of the vortex 
breakdown region not only causes a large blockage effect but 
seems to bring about the highly fluctuating pressure field, which is 
observed across the passage near the leading edge for the near-stall 
operating condition shown in Fig. 4(b). In the recirculation region, 
the leakage vortex core has a large kink. The normalized helicity 
distribution on the vortex core corresponds well to the significant 
change in the nature of the vortex: the normalized helicity is about 
unity upstream of the breakdown region, changes rapidly to about 
minus one in the recirculation region, and becomes about unity 
again in the downstream. It should be noted that portions of the 

Fig. 19 Streamwise absolute vorticity distributions on crossflow planes 
perpendicular to tip leakage vortex and leakage streamlines (black lines) 
for 0 = 0.36 

vortex core with the normalized helicity of zero (green) correspond 
to the front and rear ends of the recirculation region. A portion of 
the vortex core with the negative normalized helicity can be 
regarded as a vortex core region with reverse flow. Near this 
reverse flow region the casing pressure trough disappears. The 
disappearance of the casing pressure trough is observed in the 
experimental result for the same rotor at a near-stall operating 
condition, as shown in Fig. 3(b). Downstream of the reverse flow 
region, the normalized helicity is about unity, and a very shallow 
trough of the casing pressure is observed again along the vortex 
core. These facts mean that there is a weak rolling-up of the vortex, 
which can be also observed as a spiraling of the streamlines around 
the vortex core in the downstream of the breakdown region. The 
blockage effect caused by the leakage vortex breakdown seems to 
be decreasing downstream of the breakdown region. 

Figures 19 and 20 show distributions of the streamwise absolute 
vorticity and the total pressure loss for <j> = 0.36. In Fig. 19 the 
distinctive structure of the tip leakage vortex with concentrated 
high vorticity is not observed at planes II and III located in the 
vortex breakdown region. At plane IV located downstream of the 
breakdown region, however, a vortex core region with positive low 
vorticity exists near the casing. This concentrated low vorticity 
corresponds to the weak rolling-up of the vortex downstream of 
the breakdown region. Figure 20 indicates that the high loss region 
related to the leakage vortex becomes larger in the span wise and 
pitchwise directions as compared with that for the operating con
dition of 4> = 0.37 shown in Fig. 17. This large growth of the high 
loss region corresponds to the large spread of the low-energy fluid, 
which is observed near the casing in the experimental result of Fig. 
2(b) measured just downstream of the rotor. 

Figure 21 shows secondary flow vectors viewed from the up
stream on the crossflow planes for <j> = 0.36. Only a half span 
region from the casing is presented in the figure. The crossflow 
planes are nearly perpendicular to the leakage vortex core and are 

Fig. 20 Total pressure loss distributions on crossflow planes perpen
dicular to tip leakage vortex and leakage streamlines (black lines) for <!> 
= 0.36 
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Fig. 21 Secondary flow vectors and distributions of relative velocity 
component along tip leakage vortex core on crossflow planes inside 
rotor for <(> = 0.36 

the same as those in Figs. 19 and 20. The secondary flow is defined 
by a velocity component perpendicular to a local flow direction 
determined from a Navier-Stokes flow simulation with no tip 
clearance at the design operating condition. Distributions of a 
relative velocity component along the local direction of the leak
age vortex core are also shown by contour lines in Fig. 21. This 
velocity component is normalized by the blade tip speed and is 
referred to as "vortexwise velocity" in the following. Broken line 
contours denote positive values of the vortexwise velocity, while 
solid ones denote negative values corresponding to a reverse flow 
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along the vortex core. A flow radiating out from the leakage vortex 
core dominates the secondary flow field at planes I and II. This 
secondary flow results from the blockage effect due to the expan
sion of the leakage vortex, which is caused by the deceleration of 
the vortex core flow upstream of the breakdown. It is found that the 
large blockage effect appears even at plane I located near the rotor 
inlet. This means that the expansion of the leakage vortex takes 
place even in the far upstream of the breakdown region. At plane 
II, an inward radial flow induced by the blockage becomes larger, 
and a small reverse flow region with negative vortexwise velocity 
appears in the leakage vortex core. Evidently, just upstream of this 
region there is an onset point of the breakdown, namely a stagna
tion point. The reverse flow region grows in the streamwise direc
tion, having the maximum size near plane III. It should be realized, 
however, that the reverse flow region is located around the vortex 
center away from the casing wall. At plane III the secondary flow 
by the blockage decays rapidly. This implies that the reverse flow 
region stops growing near plane III and becomes smaller down
stream. This contraction of the reverse flow region decreases the 
blockage effect, thus causing an outward radial flow in the sec
ondary flow field. At plane IV located downstream of the break
down region, the reverse flow in the vortex core disappears, and 
the outward radial flow can be clearly observed around the vortex 
core. As seen at plane III, in the reverse flow region the swirl 
direction of the secondary flow viewed from the upstream is as 
clockwise as the leakage vortex with no breakdown. This vortical 
flow structure with the reverse flow corresponds to the vortex core 
portion with the normalized helicity of about minus one in the 
breakdown region as shown in Fig. 18. At plane IV the rolling-up 
of the leakage vortex is visible near the casing/pressure surface 
corner. It should be noted that the leakage vortex core downstream 
of the breakdown region has the low streamwise vorticity as shown 
in Fig. 19. 

In Fig. 22, the secondary flow vectors just downstream of the 
rotor are shown for </> = 0.36. The leakage vortex is not rolled up. 
The disappearance of the vortex rolling-up may be due to a 
diffusion of the leakage vortex having low streamwise vorticity 
downstream of the breakdown region. The outward radial flow 
caused by the contraction of the reverse flow region is readily seen 
in the whole leakage flow field. It should be emphasized that 
effects of the leakage vortex breakdown find their expression in no 
rolling-up of the vortex and the outward radial flow in the second
ary flow field downstream of the rotor. These features are observed 
in the experimental result of the secondary flow field downstream 
of the same rotor for a near-stall operating condition, as shown in 
Fig. \{b). The outward radial flow in the tip leakage flow field has 
been also observed in the experimental results by Lakshminara-
yana et al. (1995) for the peak pressure rise operating condition. 

Figure 23 shows limiting streamlines on the blade suction sur
face for <j> — 0.36. Divergence of the limiting streamlines near the 
blade tip results from the large blockage effect of the leakage 
vortex breakdown. Compared with the limiting streamlines shown 

Fig. 22 Secondary flow vectors downstream of rotor for <l> = 0.36 
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Fig. 23 Limiting streamlines on blade suction surface for <p = 0.36 

in Fig. 12 for the peak pressure rise operating condition of 4> = 
0.38, the blockage effect suppresses the secondary flow toward the 
casing at the midspan region. Although the substantial change in 
the tip leakage flow behavior is caused by the large vortex break
down as shown in Fig. 18, any remarkable change including flow 
separation is not observed in the suction surface boundary layer. 

At a lower flow rate than </> = 0.36, the tip leakage flow field is 
dominated by the leakage vortex breakdown, and the behavior of 
the suction surface boundary layer changes drastically. Figure 24 
shows a leakage flow field for C/J = 0.35. The flow field is occupied 
by a massive breakdown that can be observed as the vortex core 
with the normalized helicity of about minus one and the recircu
lation region shown by white streamlines. An onset of breakdown 
is located near the leading edge where the normalized helicity on 
the vortex core changes rapidly from about unity to negative value. 
The huge bubblelike recirculation region blocks almost the pas
sage. The breakdown region heavily interacts with the suction 
surface boundary layer. The casing pressure distribution shown by 
black lines in the right passage indicates that the blade loading near 
the tip decreases significantly, and that a rolling-up of the leakage 
vortex takes place only in the vicinity of the leading edge. 

Figure 25 shows limiting streamlines on the suction surface for 
$ = 0.35. A strong secondary flow toward the hub is the effect of 
the blockage caused by the massive vortex breakdown. A drastic 
change appears in the suction surface boundary layer interacting 
with the breakdown region near the tip. Envelopes with divergence 
and convergence of the limiting streamlines are clearly seen at the 
fore and aft parts of the suction surface, respectively. The envelope 
with divergence means three-dimensional flow attachment result
ing from the leakage vortex core close to the suction surface as 
seen near the leading edge in Fig. 24. On the other hand, the 
envelope with convergence near the trailing edge represents three-
dimensional separation. It is open separation (Zhiyong, 1991) in 

I 
1.0 

-1.0 

Fig. 24 Vortex cores colored with normalized helicity distribution, cas
ing wall pressure distribution (black lines in right passage), streamlines 
passing through recirculation region in leakage vortex breakdown (white 
lines in left passage), and leakage streamlines outside recirculation 
region (black lines in left passage) for <!> = 0.35 

Fig. 25 Limiting streamlines on blade suction surface for <l> = 0.35 

the present case where there is no critical points on the suction 
surface. For the open separation that can be described by a three-
dimensional separation model of Maskell (1955), the separation 
line starts at a normal point (not critical point), which lies on the 
limiting streamline originating from the upstream attachment. At 
the start point of the separation line, a streamline is tangent to the 
blade surface and is drawn into the flow field. It should be realized 
that the interaction of the leakage vortex breakdown with the 
suction surface boundary layer causes the three-dimensional sep
aration substantially different from the two-dimensional blade 
stall. 

Effects of Leakage Vortex Breakdown on Characteristic of 
Rotor Performance. In the previous sections the onset of tip 
leakage vortex breakdown and its growth with a decrease in the 
flow rate have been investigated in terms of the three-dimensional, 
internal flow field. We will show a major role of the vortex 
breakdown in characteristic of rotor performance at near-stall 
conditions. 

Total pressure rise characteristics of the test compressor rotor 
are shown in Fig. 26. The total pressure rise is normalized by the 
dynamic pressure corresponding to the rotor tip speed, and the flow 
coefficient is the mean axial velocity divided by the rotor tip speed. 
Square symbols denote results of the Navier-Stokes flow simula
tions for the rotor with the blade tip clearance, whereas circular 

0.7 

I 

CD 
Q. 

0.6 

0.5 

0.4 

0.3 

0.2 

Breakdown onset 
•(0=0.37) 

Breakdown growing 
(0=0.36) S i 

Breakdown 
interacting 
with blade 
(0=0.35) 

Peak pressure rise point 
with no breakdown (0=0.38) 

Design flow rate 
with no breakdown( 0 =0.50) 

- • — Rotor performance calculated with clearance 
- e — Rotor performance calculated without clearance 
— Stage performance measured by experiment 

0.3 0.4 0.5 
Flow coefficient 0 

Fig. 26 Total pressure rise characteristics of rotor 
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Fig. 27 Streamwise distributions of axial displacement thickness of 
casing wall boundary layer 

symbols for no tip clearance. A performance characteristic of the 
compressor "stage" including a stator is also shown by a broken 
line in the figure. The stage performance has been obtained by the 
experiment of Inoue et al. (1986). It should be noted that the rotor 
with no tip clearance has a linear characteristic and no stall onset 
within the range of flow rate considered in the present study. For 
the rotor with the tip clearance, the breakdown of the tip leakage 
vortex is not observed at any flow rate not lower than the peak 
pressure rise operating condition (</> = 0.38); on the other hand it 
occurs in the rotor at a lower flow rate than $ = 0.38. The onset 
of bubble-type breakdown is observed at (j> = 0.37 where the total 
pressure rise starts to decrease. As the flow rate is decreased, the 
breakdown grows rapidly in the streamwise, spanwise, and pitch-
wise directions, the pressure rise falling further. Even at (j> = 0.36, 
however, any flow separation is not observed on the blade suction 
surface. If the flow rate is decreased further to 4> = 0.35, the 
massive breakdown occupying the rotor passage interacts with the 
suction surface boundary layer, thus leading to the three-
dimensional separation on the suction surface. As a result, the total 
pressure rise decreases drastically at (j> = 0.35. It is found that the 
characteristic of the rotor performance near stall and the onset of 
separation on the blade suction surface are dominated by the 
leakage vortex breakdown. 

Figure 27 shows streamwise distributions of the axial displace
ment thickness of the casing wall boundary layer, which is eval
uated by the tangentially averaged flow. The displacement thick
ness increases with a decrease in the flow rate. This corresponds 
well to the behavior of the blockage effect due to the tip leakage 
vortex. Until the flow rate is decreased to the peak pressure rise 
operating condition (</> = 0.38), the displacement thickness in
creases gradually. For 4> = 0.37, however, it increases drastically 
at the aft part of the rotor because of the onset of leakage vortex 
breakdown at the middle of the passage. At <j> — 0.36 where the 
bubblelike recirculation region grows significantly in the break
down, the displacement thickness becomes so larger that it has a 
maximum value of 16 percent of span in the aft part of the rotor. 
A decrease in the thickness downstream of the maximum corre
sponds to the outward radial flow observed in the secondary flow 
field downstream of the breakdown region (Figs. 21 (d) and 22). It 
should be realized that the leakage vortex breakdown brings about 
the extremely large blockage even if it does not give rise to flow 
separation on the blade. An increase in the displacement thickness 
upstream of the leading edge indicates that the blockage due to the 

leakage vortex brings a considerable effect to the upstream bound
ary layer. 

Figure 28 shows streamwise distributions of a total pressure loss 
which is evaluated by mass-averaging the total pressure loss de
fined by Eq. (2) on each crossflow computational surface. As the 
leakage vortex breakdown grows at lower flow rate than the peak 
pressure rise condition (4> = 0.38), the rate of increase in the loss 
becomes higher. It is obvious that this higher loss production rate 
results from the loss production due to the vortex breakdown as 
shown in Figs. 17 and 20. 

Conclusions 
The breakdown of the tip leakage vortex has been investigated 

on the low-speed axial compressor rotor with moderate blade 
loading. The tip leakage flow fields in the rotor have been simu
lated by the compressible Navier-Stokes flow solver based on the 
high-resolution upwind scheme using the TVD formulation. The 
onset of breakdown has been identified by examining the distri
bution of the normalized helicity along the leakage vortex core 
determined semi-analytically. As a result of this investigation, the 
following conclusions can be drawn: 

1 The tip leakage vortex has no significant change in its nature 
at any flow rate not lower than the peak pressure rise operating 
condition. On the other hand drastic changes appear in the vortex 
at the lower flow rate. The rapid deceleration of the vortex core 
flow followed by a bubblelike recirculation region is observed. The 
distinctive features indicating the existence of the stagnation point 
appear just in front of the recirculation region: the flow is decel
erated almost to stagnation, and a streamline close to the vortex 
center abruptly kinks. These features are evidence of the fact that 
there is the onset of breakdown in the tip leakage vortex. 

2 At a lower flow rate than the peak pressure rise operating 
condition, the bubble-type breakdown is observed in the tip leak
age vortex inside the rotor. The occurrence of the breakdown 
causes significant changes in the nature of the vortex. The decel
eration of the vortex core flow followed by the recirculation region 
give rise to the large expansion of the vortex, leading to the large 
spread of the high-loss region related to the vortex. The concen
tration of the high streamwise vorticity around the vortex core 
disappears in the breakdown region. As a result, the pressure 
trough disappears on the casing wall close to the breakdown 
region. 

3 The expansion of the tip leakage vortex due to the break-
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Fig. 28 Streamwise distributions of total pressure loss 
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down has an extremely large blockage effect. The blockage effect 
extends to the casing wall boundary layer upstream of the blade 
leading edge. The blockage causes inward radial flow, which 
dominates the secondary flow field upstream of the breakdown 
region. Meanwhile, downstream of the breakdown region where 
the bubblelike recirculation disappears, the blockage decreases 
gradually in the streamwise direction. This decrease in the block
age brings about the outward radial flow dominating the whole 
leakage flow field downstream of the rotor. 

4 Downstream of the breakdown region, there is the weak 
rolling-up of the tip leakage vortex having low streamwise vortic-
ity. Since it decays in the streamwise direction by the diffusion 
process, the rolling-up of the vortex is not observed in the second
ary flow field downstream of the rotor. 

5 It is realized that the effects of the leakage vortex breakdown 
find their expression in the features of experimental results that 
have never been explicable for a near-stall operating condition: no 
rolling-up of the leakage vortex downstream of the rotor, the 
outward radial flow in the leakage flow field downstream of the 
rotor, the exceedingly large spread of the low-energy fluid in the 
leakage flow downstream of the rotor, and disappearance of the 
casing wall pressure trough at the aft part of the rotor passage. 

6 The vortex breakdown plays a major role in the character
istic of the rotor performance at near-stall conditions. As the flow 
rate is decreased from the peak pressure rise operating condition, 
the breakdown region grows rapidly in the streamwise, spanwise, 
and pitchwise directions. The growth of the breakdown region 
causes the drastic rises in the blockage and the loss even if it does 
not cause the blade boundary layer to separate. If the flow rate is 
decreased further, the massive breakdown occupying the passage 
interacts with the suction surface boundary layer. This interaction 
gives rise to the three-dimensional separation of the open type on 
the suction surface, which is substantially different from the two-
dimensional blade stall. As a result, the total pressure rise across 
the rotor drops suddenly. 
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Dual-Laser Probe Measurement 
of Blade-Tip Clearance 
This paper describes two dual-laser probe integrated fiber optic systems for measuring 
blade tip clearance in rotating turbomachinery. The probes are nearly flush with the 
casing inner lining, resulting in minimal flow disturbance. The two probes are closely 
spaced in a circumferential plane and are slanted at an angle relative to each other so that 
the blade tip traverse time of the space between the two laser beams varies with the tip 
radius, allowing determination of the tip clearance at the rotor operating conditions. The 
tip clearance can be obtained for all the blades in a rotor with a single system, provided 
there are no synchronous vibrations present at a particular operating condition. These 
probes were installed in two holders; one provided an included angle between the probes 
of 20 deg, and the other provided an included angle of 40 deg. The two configurations 
were calibrated in a vacuum spin rig facility that is capable of reproducing realistic blade 
tip speeds. 

Introduction 
The efficiency of a gas turbine engine, typically used in aircraft, 

is directly dependent on the clearance between the blade tip and 
the engine housing, particularly in the compressor stages. Real 
time sensors capable of providing a measurement of the tip clear
ance are essential for the development of closed-loop systems, 
which will maintain the correct gap between the blade tip and the 
engine casing at all operating conditions. Due to the proprietary 
nature of tip clearance probes, it has not been possible to find 
relevant references in the open literature. Most of the background 
material described below was obtained from a number of issued 
patents; citations of these was not deemed appropriate for this 
journal. State-of-the-art engines require a means of sensing and 
varying the clearance between the blade tips and the engine casing 
at all times. A variable position engine liner offers one solution to 
maintaining an optimum tip clearance at all operating conditions. 
Another scheme uses selective cooling or heating of the engine 
casing to maintain optimum tip clearance at all speeds. The most 
common tip clearance probe is based on either a DC or AC 
measurement of the changes in the electrical capacitance of a 
parallel plate capacitor formed by the blade tip and an electrode 
inserted into the engine casing. Such probes have been extensively 
used because of their low cost and simplicity. However, due to the 
poor frequency response and the need for ferrous blade tips, 
capacitance sensors are unlikely to be effective in modern engines. 
Magnetic tip clearance sensors, which require calibration at vari
ous axial positions of the rotor, also have very poor frequency 
response. For effective utilization, both capacitance and magnetic 
sensors require an additional sensor for locating the precise axial 
position of the blade tips at all operating speeds. Recently, this 
problem has been solved by extending the electrode to cover the 
entire blade tip. Pneumatic tip clearance sensors require consider
able hardware and modification of the engine casing; however, are 
being considered because of their insensitivity to contamination of 
blade tips; these sensors correlate differential changes in the pres
sure of fluid passing through a reference orifice and a sensor orifice 
as the blade tips pass by the sensor orifice. Laser-based optical 
techniques for tip clearance have also been developed. Of these, 
sensors exploiting changes in the signal amplitude due to the 
varying gap between the engine casing and the blade tip suffer 
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from contamination and are not suitable. Another class of laser-
based sensors form an image of a laser spot by reflecting a laser 
beam from the blade tip surface. The position of the image formed 
on the surface of a position sensor varies with tip clearance. This 
type of sensor, though not directly affected by amplitude variation, 
is still sensitive to surface roughness. 

In this paper we describe the design of a blade tip clearance 
sensor based on the integrated fiber optic laser probe (IFOLP) 
system for blade tip deflection and clearance measurements (Dhad
wal et al., 1996). The active part of the probe is about 3 mm (0.120 
in.) in diameter and is easily mounted into the engine casing with 
negligible flow disturbance. Several IFOLPS can be located along 
the blade chord to measure blade tip deflection at various operating 
conditions. The IFOLP illuminates the blade tip surface with a 
laser spot, having a nominal diameter of 25 ixm (0.001 in.) and the 
entire system has a rise time capability of 50 ns. The IFOLP 
system has been extensively used for obtaining static deflection 
data from experimental engines placed in wind tunnel tests. The 
signals between the control room and the wind tunnel (50 to 
200 m) were transmitted through low-loss high-bandwidth optical 
fibers. 

Theoretical Background 
Integrated fiber optic transmitters (IFOTs) and IFOLPs have 

been described elsewhere (Khan et al, 1994a, b) and will not be 
elaborated upon here. It suffices to say that integrated fiber optics 
allows wavefront processing of optical fields within optical fibers 
through fusion splicing of short lengths of one or more dissimilar 
optical fibers. This technology permits the design of miniature 
packages that may contain one or more IFOTs for remote delivery 
of laser beams and one or more high numerical aperture optical 
fiber for collecting the diffusely scattered light. 

Amplitude Based Tip Clearance Sensor. A typical IFOLP 
system used for measurement of static deflections comprises sev
eral IFOLPs, each having a cylindrical stainless steel body of 
diameter 3 mm and a length of 9 cm; the IFOLPs are mounted into 
the engine housing at appropriate locations. The other end of the 
IFOLP is terminated with a FC/PC and a SMA type connector for 
easy interconnection with fiber optic cable assemblies connecting 
the control room to the wind tunnel. The active end of the IFOLP 
has provision for use of purge air for either cooling purposes or for 
keeping the probe free of contaminants. As depicted in Fig. 1, a 
single IFOLP contains one IFOT, which is surrounded by one or 
more (typically five) high numerical aperture multimode fibers. 
The IFOT illuminates the blade tip with a laser beam of waist 
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Fig. 1 Schematic of an IFOLP 

radius smaller than 25 yxm (0.001 in.). Collection efficiency of a 
single receiving fiber is dependent upon the radial displacement of 
the blade tip z, the reflectance RT of the blade tip surface, and the 
numerical aperture of the fiber. The optical power, Pf, collected by 
a single receiving fiber is 

RTPCI 

(m+ 1) b2 
, (m + 3) e + P) (i) 

where P0 is the incident optical power emanating from the IFOLP, 
b is the cladding diameter of a receiving optical fiber, m is an 
indication of the angular distribution of the reflected (scattered) 
laser light from the blade tip surface, p is the angular deviation of 
the blade surface normal relative to IFOLP axis and tan (0) = (c — 
b)IZ is a function of the radial displacement. Angle p represents 
undesirable sensitivity to misalignment of the blade tip surface 
normal; however, this is easily mitigated by using two or more 
receiving fibers in a symmetric configuration. As shown in Fig. 2, 
the optical receiver response has two distinct regions I and II; the 
former domain shows a linear dependence on the radial displace
ment (tip clearance) with a high spatial resolution at the expense of 
limited range. The second domain represents a nonlinear depen
dence with a relatively longer spatial range, but with a moderate 
resolution. Utilization of Eq. (1) for real time measurements of tip 
clearance requires precise knowledge of the calibration curve 
under the desired operating conditions and precise positioning of 
the IFOLP. This approach is used by many commercial optical 
distance probes; however, none of these has the bandwidth and 
size requirements that come close to satisfying the needs of tip 
clearance in gas turbine engines. 

Beam Width-Based Tip Clearance Sensor. The IFOLP op
tical system can be conveniently described by a linear system 
whose spatial impulse response is the Gaussian function: 

h(x) = 
TTWo 

~z\ exp - 2 
TTX(x)0 

KZ (2) 
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Fig. 2 Output response of a single fiber receiver 

where Z is the radial distance (i.e., tip clearance). o>0 is the waist 
of the Gaussian laser beam at the tip of the IFOLP (Z = 0), x is 
measured along a line orthogonal to the optical axis, and A is the 
incident wavelength. The output response g(x) to a blade function 
f(x) is given by a convolution 

?to h(y)f(x - y)dy (3) 

A blade tip of width W can be described by a rectangular function, 

r w 
f{x) = rect (x/W) = ' ' '*' " T (4) 

0, otherwise 

The output response is then 

yj2TTO)ox\ 

g(x) = erf 
\Z / 

erf 
^2TTU>0(X — W) 

KZ 
(5) 

where erf (•) is the error function. For a blade tip moving past the 
probe at u m/s, the rise time is given by 

tr-
1 KZ 

(6) 

Real time monitoring of blade tip transitions requires a collimated 
scanning beam with a spot diameter, at the blade tip, which is 
much smaller than the blade width. Figure 3(a) shows a typical 
response of the system at Z = 1000 /am for a>0 = 10 jam, W = 
100 ixm. Equation (6) shows that the spatial resolution of static 
deflection measurements is proportional to the waist size of the 
laser spot at the blade tip surface. For example, if A = 0.67 /xm, w0 

= 25 ixm, Z = 1000 /am, and u = 350 m/s, then the expected rise 
time resolution (proportional to spatial resolution) is 30 ns. In 
order to attain this resolution, the electronic system must also have 
a rise time capability better than 30 ns. 

Figure 3(b) shows the response at Z = 250 /urn (solid line) and 
Z = 2000 /urn (dashed line), respectively. The width of the output 

2.00 

i.eo m 
-60 -10 30 70 110 160 

Tangential blade position (microns) 

Fig. 3(a) Typical output voltage waveform when the laser beam diame
ter is smaller than blade width 

Tangential blade position (microns) 

Fig. 3(b) Output voltage waveforms when the laser beam diameter is 
either smaller (solid) or larger (dashed) than the blade width 
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Fig. 4 Schematic of time-of-flight tip clearance sensor 

response is a linear function of the tip clearance, provided that the 
width of the blade tip is smaller than the width of the laser spot 
(dashed line). Width measurements are insensitive to amplitude 
fluctuations, which may be caused by any number of experimental 
conditions. The drawback with this scheme is that it requires high 
power laser beams for illumination, as the signal-to-noise ratio is 
considerably reduced compared with amplitude sensors. Addition
ally, due to phase noise arising from the surface roughness, the 
error in width estimation may be considerably increased. 

Time of Flight Tip Clearance Sensor. A tip clearance sensor 
that utilizes the virtues of these two approaches is depicted in Fig. 
4. Two IFOLPs, inclined with respect to each other, illuminate the 
blade tip, but not simultaneously. As the blade tip passes the field 
of view of each IFOLP, a pulse is detected by each of the IFOLPs, 
as described above. The time difference between the leading (or 
trailing) edges of the pulses is inversely proportional to the tip 
clearance. The actual dependence is a function of the included 
angles a h a2 and the separation So between the two IFOLPs. 
Referring to Fig. 4, the tip clearance Z is given by 

Z = 
tan (aO + tan (a2) 

(7) 

Tip clearance is determined from measurements of Sz, which are 
derived from the time stamp of the blade tips as they pass by the 
probe tip field of view. Equation (7) represents an absolute cali
bration, which depends on the physical construction of the probe. 
However, computations of Sz require knowledge of the precise 
blade tip speed at the point of measurement. Since all transitions 
are measured relative to the once-per-revolution signal, Sz can be 
expressed in terms of the ratio of the time of flight Tz between the 
two IFOLPs, to the time T0 for one revolution, giving 

Z = 
1 [S0T0 - 2irRTz] 

T0 [tan K ) + tan (a2)] (8) 

where R is the nominal radius of the blades. If knowledge of So, 
a,, a2, and R is not available, low-speed data can be used to 
derive a calibration curve. The sensitivity of tip clearance (/as/ 
jiim), defined by the inverse gradient of Eq. (8), is proportional to 
the included angle a ( «a , + a2). However, increases in a result 
in an elliptical laser spot, which degrades the rise time of the edge, 
thereby increasing the uncertainty of the time of flight measure
ment. Another embodiment of this tip clearance sensor can use 
two IFOTs and a single receiver bundle mounted into the same 
housing. 

0.25" 
JL, 
r 

I IIII I llll 
i " " I " " r-

M 

AXIAL 

I R A D I A L 

TANGENTIAL 

VIEW XX1 

ROTATION 

BLADE*! BLADE 12 

Fig. 5 Schematic of test blade 

Experimental Results 
The tip clearance probes (TCPs) described above were tested in 

N A S A ' s spin rig and the 9 ' X 15 ' wind tunnel facilities at the 
Lewis Research Center in Cleveland. The spin rig facility allows 
calibration of TCPs at typical operating speeds and timing speci
fications, without the added complication of unknown blade de
flections. The spin rig test facility comprises a large cylindrical 
chamber and a removable instrument platform, which houses the 
rotor assembly and the test blade. The entire apparatus can be 
evacuated down to a modest vacuum. The TCP under test is 
mounted onto an automated translational stage, which can be used 
to adjust the tip clearance during operation, thereby providing a 
dynamic calibration of the system. Figure 5 shows a schematic of 
the blade that was used for testing the IFOLPs. The titanium test 
blade had a diameter of 73.7 cm (29.0 in.) and two tips. Each blade 
tip was designed with three teeth, such that the middle tooth (B) 
would provide a deflection-free measurement and could be used to 
test the limits of the capabilities of the IFOLP system. All the data 
presented in this paper were reduced from the time stamp mea
sured from the middle tooth, which had a blade width of 1.295 m m 
(0.051 in. ± 0.001 in.). The width of the other two teeth for both 
blades is indicated in Fig. 5. The once-per-revolution synchroniz
ing pulse was obtained by reflecting a laser beam from a mirror 
mounted on the rotating shaft. The surface of the two blade tips 
had an axial offset of 229 p,m (0.009 in.), that is, blade B#2 was 
closer to the tip clearance probe compared with blade B # l . Note 
that for the spin rig test, the TCPs were mounted in the axial 

IFOLP m 
IFOLP PI7 

IFOLP Ml IFOLP M7 
a 

I AXIAL 

| _ | _ | BLADE TIP ( § 
TANGENTIAL H I BLADE TIP 

RADIAL 

(a) ASYMMETRIC (b) SYMMETRIC 

Fig. 6 Time-of-flight tip clearance configurations 

Journal of Turbomachinery JULY 1999, Vol. 121 / 483 

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



o 

¢:h 

Ld 

) p,~el i I I I i 1 

4- - - -I I- - 4. 

I i i i 

-', - ,'- - - +  

I ' 1  - -  - -  , r - -  - -  

! I I I I I 1 I I I I I 
r 

1000 1400 1800 2200 2600 3000 3400 3800 

I I I I I I I I I I I I I I I 

t_ -- 1 -- I-- _I_ _I_ L t -- I 
I - - I  - -  - -  - - I  I I ~ - -  - -  I 

) [ I I ~ I I 

) . . . . .  , , - - - - 1 " - - - -  ! I 

I I I I I I i I } I t I I I 

188600 189000 189400 189800 190200 190600 191000 191400 
Time in microseconds 

Fig. 7 Measured response using asymmetric probe 

direction for convenience; however, in wind tunnel tests the TCPs 
were mounted in the radial direction. 

The integrated fiber optic laser probe system was used for all the 
measurements. It comprised a laser diode transmitter module, a 
receiver module, a pair of IFOLPs, and some connecting optical 
cables. The transmitter module includes all circuitry necessary for 
operating a low-coherence visible laser diode at a constant output 
power of 10 mW, with a power stability better than 0.05 percent. 
The laser diode was pigtailed directly to a single mode optical 
fiber, the distal end of which was terminated with a FC/PC con- 
nector. This arrangement allowed alignment-free and robust cou- 
pling to optical cables linking the wind tunnel to the control room. 
The receiver unit used a reverse biased avalanche photodiode to 
detect the diffusely scattered optical signal from the blade tip as a 
current pulse. A transimpedance amplifier converted the current 
pulse to a voltage pulse, which was further amplified and pulse 
shaping. The output pulse, when not saturated, corresponded to the 
blade tip shape, making it possible to measure the blade width. 
However, the temporal position of the leading or trailing edges, 
relative to the one-per-revolution synchronization pulse, provided 
measurement of the static blade tip deflection. The IFOLP system 
was used to test two configurations of the time-of-flight tip clear- 
ance probe described above: an asymmetric positioning of the two 
IFOLPs with an included angle a = 20 deg (Fig. 6(a)) and a 
symmetric arrangement with an included angle of 40 deg (Fig. 
6(b)). 

Figure 7 shows a typical pulse response from blade B#2 and 
blade B#1 at 2000 rpm using the asymmetric tip clearance probe. 
Figure 7 clearly shows the three teeth, and that the order and width 
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Fig. 8 Two pulses from the two IFOLPS P#1 and P#7 

of the pulses is consistent with the geometric configuration illus- 
trated in Fig. 5. The output waveform shown in Fig. 7 was obtained 
using IFOLP P#7, which was positioned perpendicular to the blade 
tip surface. The slight differences in the shapes of the leading and 
trailing edges of the pulses suggest that P#7 was receiving some 
diffuse light prior to the detection of the leading blade edge. 

Figure 8 shows pulse shapes obtained from the middle tooth of 
blade B#2, using probes P#1 and P#7, respectively. IFOLP P#1, 
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which was tilted away from the blade surface normal, in the 
direction of rotation, produced a much sharper leading edge, 
compared with the trailing edge. The straight IFOLP P#7 produced 
a slightly sharper trailing edge compared with the leading edge. 
The accuracy of time of flight Tz (T3-T1) was strongly dependent 
on the slope of the leading transitions. Additional improvements in 
accuracy were obtained by operating the receiver in the nonlinear 
region, that is, the output signal was saturated. 

Figure 9 shows a plot of the computed blade width W at some 
of the operating points. Blade width was computed over a range of 
tip clearance settings from 0.01 to 0.07 in. and speeds from 1000 
rpm to 10,000 rpm. The measured variation in width (~0.003 in.) 
was traced to axial movements of the rotor. Low rpm data give a 
value of blade width (0.051 in.) that is in agreement with that 
measured using a micrometer. From these data we can estimate 
that the deflection sensitivity of the IFOLP system is better than 
0.0005 in. for blades with a radius of 14.405 in., corresponding to 
an angular deflection resolution of 0.002 deg. As indicated in Eq. 
(7) the tip clearance Z is a linear function of Tz/To, which is 
computed from data, such as those shown in Figs. 7 and 8. We 
used the data at 1000 rpm for blade B#2 to compute a calibration 
curve as indicated in Fig. 10. This linear dependence was used to 
compute the tip clearance at all other operating points. The results 
of tip clearance are summarized in Figs. 11 and 12 for blade B#2 
and blade B#1, respectively. We estimate that the accuracy of the 
tip clearance data reported here is better than 0.5 percent at all 
operating points. Figure 13 shows a plot of the tip clearance data 
obtained with a symmetric configuration of tip clearance probe. 

C o n c l u s i o n s  

In this paper we have demonstrated the utility of a dual-laser 
probe for tip clearance measurements in rotating turbomachinery. 
The measured accuracy, over a wide range of operating conditions, 
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Fig. 12 Blade B#1 tip clearance data for the asymmetric probe at vari- 
ous operating speeds (rpm) 
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Fig. 13 Tip clearance data for the symmetric probe. Data for both blades 
and at several operating speeds (rpm). 

is better than 0.0005 in. spanning a dynamic range of 0 to 0.08 in. 
Time-of-flight measurements are robust and reliable; they are not 
compromised by the degradation of signal caused by any number 
of experimental conditions. The symmetric configuration offers 
better resolution. 
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The Influence of Shrouded 
Stator Cavity Flows on 
Multistage Compressor 
Performance 
Experiments were performed on a low-speed multistage axial-flow compressor to 
assess the effects of shrouded stator cavity flows on aerodynamic performance. Five 
configurations, which involved systematic changes in seal-tooth leakage rates and/ 
or elimination of the shrouded stator cavities, were tested. Rig data indicate increas- 
ing seal-tooth leakage substantially degraded compressor performance. For every 1 
percent increase in seal-tooth clearance-to-span ratio, the decrease in pressure rise 
was 3 percent and the reduction in efficiency was 1 point. These observed performance 
penalties are comparable to those commonly reported for rotor and cantilevered 
stator tip clearance variations. The performance degradation observed with increased 
leakage was brought about in two distinct ways. First, increasing seal-tooth leakage 
directly spoiled the near-hub performance of the stator row in which leakage oc- 
curred. Second, the altered stator exit flow conditions, caused by increased leakage, 
impaired the performance of the next downstream stage by decreasing the work input 
of the rotor and increasing total pressure loss of the stator. These trends caused the 
performance of downstream stages to deteriorate progressively. Numerical simula- 
tions of  the test rig stator flow field were also conducted to help resolve important 
fluid mechanic details associated with the interaction between the primary and cavity 
flows. Simulation results show that fluid originating in the upstream cavity collected 
on the stator suction surface when the cavity tangential momentum was low and on 
the pressure side when it was high. The convection of cavity fluid to the suction 
surface was a mechanism that reduced stator perfonmance when leakage increased. 

Introduct ion  

Leakage flows exist in turbomachines. In general, when not 
accounted for in the design process, leakage flows alter the 
blockage and loss distributions in the primary flow path, and 
these in turn may lower the effectiveness and efficiency of a 
turbomachine from anticipated levels. Axial-flow compressors 
have leakage in a number of places. Rotor blade tip clearance 
leakage has been actively studied and publications concerning 
the negative impact of this leakage on compressor performance 
are numerous. A general rule is to expect a 1.5 point reduction 
in efficiency for every 1 percent increase in the tip clearance- 
to-blade height ratio (Ludwig, 1978; Freeman, 1985 ) while stall 
margin can be reduced as much as 6 percent for every 1 percent 
increase in clearance-to-chord ratio (Wisler, 1988). Studies that 
detail the impact of other kinds of leakage flows on compressor 
performance have been reported to a much lesser extent. These 
other flows include shrouded blade seal-tooth leakage, rotor 
dovetail leakage, variable stator pivot/clearance leakage, and 
customer bleed. 

In axial-flow compressors, designers commonly consider two 
options for the construction of stator blades: cantilevered or 
hub shrouded. The decision to cantilever or shroud stators is 
generally a mechanical choice. Structural integrity objectives 
such as keeping the first flex, first torsion, and two-stripe fre- 
quencies out of the operating range usually outweigh any aero- 
dynamic considerations (Wisler, 1988). Shrouding usually pro- 
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vides the mechanical stability desired and therefore many mod- 
em gas turbine engines typically employ shrouded stator blades. 
The choice to shroud eliminates the troubles associated with 
hub clearance leakage flows found with cantilevered stators, but 
replaces them with the difficulties of shrouded stator leakage 
in which flow normally recirculates backward through the cavity 
because of the pressure difference across the stator. 

Researchers have briefly commented on the influence of 
shrouded stator seal-tooth leakage on compressor performance. 
Jefferson and Turner (1958), Mahler (1972), and Freeman 
(1985) all showed that efficiency decreased as seal-tooth leak- 
age increased. Freeman's work also suggested that the depth of 
the cavity did not greatly impact efficiency. Wisler (1988) 
hinted at the importance of seal-leakage flows when he reported 
a 2.3 point reduction in efficiency and a 10.3 percent decrease 
in the average pressure rise of a four-stage compressor when 
both rotor tip and seal-tooth clearances were increased simulta- 
neously. 

Although past experience has revealed that seal-tooth leakage 
affects compressor efficiency, open literature concerning the 
importance of including the effects of shrouded stator leakage 
flows in the design of a multistage compressor is scarce. Adkins 
and Smith (1982), Wisler et al. (1987), and LeJambre et al. 
(1998) have documented that cavity flows can alter the span- 
wise distributions of flow parameters including stator discharge 
flow angle and blockage. Shabbir et al. (1997) illustrated that 
a small amount of hub leakage flow upstream of a high-speed 
axial-flow rotor can result in a corner hub separation and alter 
blockage distribution across the rotor span. A computational 
study performed by Heidegger et al. (1996) investigated the 
influence of many shrouded stator geometric parameters on iso- 
lated stator blade performance. While all of these studies com- 
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• seal-tooth 

Fig. 1 Meridional view of the LSAC third stage 

plement one another, none specifically describe the influence 
of shrouded stator cavity flows on multistage compressor aero
dynamics. The present study of experimental and numerical 
data details the effects of shrouded stator cavity flows on 
multistage axial-flow compressor. Designers needing to under
stand these flows and their effects in multistage compressors 
better will benefit from this paper. 

Objectives and Approach 
The overall objectives of this study were to: (1) quantify the 

importance of shrouded stator cavity flows on the performance 
of a multistage compressor, (2) document the changes to the 
flow in an embedded stage when cavity flows are altered; and 
(3) describe some of the fluid mechanics associated with the 
interaction between cavity flows and the power stream. 

Achievement of these objectives was completed by per
forming tests on a four-stage low-speed axial-flow compressor 
and by conducting numerical simulations of the isolated stator 
3 coupled cavity-power stream flow. Two separate experiments 
were completed. In the first, labeled Part A, modifications to 
the cavity flows of all four stages of the compressor were incor
porated. In the second, Part B, alterations were made only to 
the third-stage cavity flows while the remaining stages were set 
to the baseline configuration. In both experiments, measure
ments were taken that allowed overall, individual stage, and 
blade element performance parameters to be calculated. Four 
numerical simulations were conducted. These simulations ad
dressed the impact of seal-tooth leakage and upstream cavity 
tangential momentum on the stator flow field. 

Experimental Procedures 
The experimental facility and measurement techniques are 

briefly reviewed here. Additional information concerning the 
experimental portion of this paper may be found from Wellborn 
andOkiishi (1996). 

Facility. The NASA Lewis Research Center low-speed 
axial-flow compressor (LSAC) was the test vehicle used for 
the experimental portion of this study. The four-stage LSAC 
incorporated a long entrance length to develop thick endwall 
boundary layers. An inlet-guide vane row was used to generate 
exit flow angles similar to what embedded stators would pro
duce. The identical stages had a constant case diameter of 1.219 
m (48 in.) with a hub-to-tip ratio of 0.80. The third stage was 
considered the test stage (Fig. 1). All stators were shrouded 
with one labyrinth seal-tooth in the shrouded stator cavity and 
were sealed at both the hub and case blade tip interfaces. De

tailed information concerning the LSAC was recorded by Was-
serbauer et al. (1995). 

The blading used for all tests were based on the Rotor B/ 
Stator B geometry designed by General Electric, under Contract 
No. NAS3-20070. The original blades were designed to reduce 
loss in the endwalls of a representative core compressor. The 
rotors consisted of airfoil sections having modified circular-arc 
meanlines and thicknesses. The stators had 65-series thickness 
distributions on modified circular-arc meanlines. Complete de
tails of the original designs were given by Wisler (1977). Some 
simple modifications to the original geometry were incorporated 
into the NASA blades because of the differences in the hub-to-
tip ratios of the two facilities. Important blading parameters are 
listed in Table 1. 

Measurement Techniques. Overall performance data in
clude the compressor pressure rise coefficient (4i ' ) , work coef
ficient ((/<), and efficiency (77) deduced from static pressure and 
shaft torque measurements. These are all given with respect to 
flow coefficient (<£), defined as the measured mean inlet veloc
ity normalized by the measured rotor tip speed (£/tip). 

Stage performance, blade element performance, and velocity 
triangle data were calculated from total pressures, static pres
sures, and flow angles. These were measured in a matrix of 
circumferential and radial positions by traversing stationary 
probes across a stator pitch. Data were taken at the rotor inlet, 
stator inlet, and stator discharge for the third stage. These loca
tions corresponded to Stations (ST) 3.0, 3.5, and 4.0 as shown 
in Fig. 1. Clustering of measurements near stator wakes and 
both endwalls allowed better resolution of the flow in those 
regions. Total pressures were acquired with a miniature kiel-
head probe. Static pressures and flow angles were gathered 
directly with wedge probes. Flow quantities were appropriately 
area or mass-averaged across one stator pitch to give the radial 
distributions of the circumferentially averaged flow. For rotor 
performance, total pressures were first converted to the relative 
frame at each measurement location before averaging. Velocity 
components were calculated from the measured corrected pres
sures and measure flow angles using compressible flow rela
tions. In addition, total temperature was assumed to be constant 
across the span. 

Uncertainty Analysis. An analysis was conducted to esti
mate the uncertainty of the overall, stage, velocity triangle, and 
blade element parameters. The analysis used the propagation of 
error techniques as described in Colemann and Steele (1989). 
Either analytical or jitter (Moffat, 1985) methods were used to 
derive these uncertainties. First-order and Mh-order uncertain
ties for design point and/or pitchline parameters are presented 
in Table 2. First-order uncertainties refer to precision errors. 
Mh-order uncertainties include the precision errors together 
with all bias errors. Independent variable uncertainty values 
were obtained by taking twice the standard deviation of 30 
measured samples while at the design point operating condition. 
Bias limits were obtained from Blumenthal (1995) or better 
judgment. If bias limits were dependent, they were assumed to 
be perfectly correlated. It must be noted that the uncertainty 

Table 1 NASA Lewis LSAC pitchline blading parameters 

Rotor Stator 

No. of Airfoils 39 52 
Solidity 1.12 1.38 

Aspect Ratio 1.20 1.32 
Chord, cm 10.2 9.4 
Stagger, degree 43.0 42.0 
Camber, degree 31.0 40.5 
Clearances, % span 1.4 (tip) 0.7 (seal) 
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Table 2 Uncertainties in performance parameters Table 3 Clearance values for the different configurations 

Parameter First-Order Mh-Order 

How Coefficient 0.06 % 0.39 % 
Pressure Coefficient 

Overall 0.11 % 0.69 % 
Stage 1 0.24 % 0.45 % 
Stage 2 0.45 % 0.66 % 
Stage 3 0.5B % 0.75 % 
Stage 4 0.62 % 0.94 % 

Work Coefficient 0.22 % 1.09% 
Efficiency 0.25 % 1.20% 
Leakage Massflow 1.23% 17.0% 
Axial Velocity 1.20% 1.30% 
Tangential Velocity 1.50% 3.00 % 
Incidence 0.35 deg 1.34 deg 
Deviation 0.35 deg 1.34 deg 
Diffusion Factor 2.00 % 5.00 % 
Loss Coefficient 0.50 % 2.10 % 
Blockage Factor 0.32 % 7.50 % 

estimates in velocity triangle and blade element performance 
parameters were truly difficult to assess and are not complete 
since the analysis did not account for the errors in the slow 
response pneumatic measurements due to unsteadiness. These 
types of errors should show up as bias errors and therefore 
effect Mh-order estimates. 

Test Configurations 

The experimental portion of this study involved the testing 
of the LSAC with five different cavity configurations: 

• No shrouded stator cavities and no labyrinth seal-tooth 
leakage (no cavity) 

• Minimized labyrinth seal-tooth leakage with shrouded sta
tor cavities (minimized leakage) 

• Baseline labyrinth seal-tooth leakage with shrouded stator 
cavities (baseline leakage) 

• Increased labyrinth seal-tooth leakage with shrouded sta
tor cavities (increased leakage) 

• Maximum labyrinth seal-tooth leakage with shrouded sta
tor cavities (maximum leakage) 

For the no-cavity configuration, wooden extensions were 
attached to the stator inner-band to cover the cavities. A balsa 
strip was also adhered to the inner-band inner diameter and the 
labyrinth seal-tooth was shimmed into the strip. In theory this 
produced zero (or negative) clearance. In practice this created 
the minimum clearance attainable with this facility, since the 
seal-tooth wore into the balsa strip. For this configuration, the 
seal-tooth clearance was always the smallest of all throttling 
areas. For the minimized leakage configuration, the wooden 
extensions were removed and the compressor was reassembled 
with the balsa strip and shimmed seal-tooth still in place. Al
though this was intended to be a no-leakage configuration, wear 
created some clearance and, therefore, some leakage was pres
ent. The other three configurations were attained by adjusting 
the seal-tooth height until the proper clearance was obtained. 
For these three configurations, the balsa strip was removed from 
the inner-band, thereby eliminating any rub wear that had pre
viously occurred. 

For both Parts A and B, clearances were measured statically 
before and after each configuration change. These measured 
clearances, nondimensionalized by the blade span (h = 12.19 
cm), are listed in Table 3 for both series of tests. The variations 
in clearance between stages for a given configuration were 
caused by machining tolerances on the rotor/inner-band con-

Seal-Tooth Clearance, e/h x100 
Configuration Part A Part A Part A Part A Part A PartB 

Stage 1 Stage 2 Stage 3 Stage 4 Avg. Stage 3 

No Cavity 0.54 0.19 0.21 0.06 0.25 0.46 
Minimized Leakage 0.54 0.19 0.21 0.06 0.25 0.46 
Baseline Leakage 0.67 0.42 0.69 0.46 0.56 0.71 
Increased Leakage 1.35 1.13 1.29 1.17 1.23 1.23 
Maximum Leakage 2.02 1.79 1.96 1.83 1.90 1.96 

centricities and run-out of the horizontally mounted cantilevered 
rotor drum. 

Changes in clearance were correlated to changes in leakage 
massflow by applying the conservation equations to a control 
volume enclosing the seal-tooth. A discharge coefficient was 
included according to Mahler (1972) and the pressure differ
ence across the tooth was measured directly. Figure 2 displays 
the results of the analysis for two operating conditions. Here, 
the leakage massflow (w>,) normalized by the power stream 
massflow (w) is plotted against the clearance-to-span ratio. 
Each point represents the four-stage average of the calculated 
massflow values and measured clearance values from Part A. 
The inconsistency in slope resulted from the change in the 
pressure difference across the stator for the different operating 
conditions. 

Existing literature indicates the ranges of seal-tooth leakage 
massflow tested were well within the bounds set by current 
engine design practice (Mahler, 1972). The baseline configura
tion produced a leakage rate that could be found in aircraft core 
compressors utilizing current sealing technology. The no-cavity 
and minimized leakage configurations could represent leakage 
rates obtained in advanced sealing technologies such as brush 
seals (Steinetz and Hendricks, 1994). The increased and maxi
mum leakage configurations represent leakage rates that may 
occur when labyrinth seal-teeth wear or abradable material 
erodes. 

Four-Stage Changes: Part A 
Overall, individual stage and blade element performance data, 

acquired when configuration changes were made to all four 
stages of the compressor simultaneously, are reviewed first. 
Measurements associated with modifications made to only the 
third-stage cavity geometry are discussed in Part B. 

Overall Performance. Increasing seal-tooth leakage de
graded the test compressor performance. The systematic influ
ence that increasing leakage had on performance is illustrated 
in Fig. 3. Near peak efficiency a 4 percent decrease in actual 
pressure rise and a 2 point drop in efficiency occurred between 
the no-cavity and maximum leakage configurations. At in-

o 

^ ̂  

-
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If w o—o Peak Efficiency 
D-D Increased Loading ; If i i > i . . i i i • i i i i 

Seal-Tooth Clearance, e/h x 100 

Fig. 2 Correlation between average seal-tooth massflow and average 
seal-tooth clearance for the first experiment 
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Fig. 3 Overall performance data for Part A 

creased loading, these reductions were nearly 6 percent and 2.5 
points. The two largest leakage configurations produced a siz
able drop in work input across the entire operating range; how
ever, for the other leakage configurations, an appreciable reduc
tion in work input occurred only at lower flow rates. 

Loss in compressor efficiency with increased rotor or stator 
endwall clearances is expected. Many studies have confirmed 
and quantified this characteristic. A common rule for rotor 
blades is to expect a 1.5 point drop in efficiency for each 1 
percent increase in the tip clearance-to-span ratio (an efficiency 
penalty slope of 1.5), although some multistage machines have 
been reported to have efficiency penalty slopes as high as 2.0. 
For cantilevered stators these slopes range from 1.0 for large 
clearances (e/h > 1 percent) to 2.0 for tight clearances (e/h 
< 1 percent). For many applications larger clearances are the 
norm. Data from this compressor suggest seal-tooth clearance 
efficiency penalty slopes near 1.0, as depicted in Fig. 4. These 
penalty slopes are slightly lower than most values documented 
for rotors and equal to the values reported for cantilevered 
stators used in practice. The test data are also consistent with 
results presented by Ludwig (1978). Therefore, it appears that 
when predicting overall performance, it is equally important to 
account for the effects of seal-tooth leakage as it is to include 
the consequences of rotor tip or stator hub clearance flows. 
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Fig. 4 Efficiency penalties for varying seal-tooth clearance 

The influence that shrouded stator cavities (without leakage) 
had on compressor performance could be inferred from the test 
data. The vertical intercepts of the regression lines in Fig. 4 
indicate open cavities had no influence on performance near-
peak efficiency, but contributed a 0.5 point penalty at the in
creased loading condition. Unfortunately, the scatter and uncer
tainty in the efficiency data could account for the perceived 
penalty. Further investigations concerning how open cavities 
impact performance should be performed before firm conclu
sions are drawn. 

It should be noted that Fig. 3 suggests insignificant change 
in the flow coefficient where stall first occurred for the different 
configurations. For the no-cavity, baseline and maximum leak
age configurations, the data include the last acquired operating 
point before dropping into stall (4> <=» 0.292). The slight differ
ences in the stall inception flow coefficient for the minimized 
and increased leakage configurations were caused by mechani
cal problems in the throttle sleeve valve, which controlled the 
massflow through the compressor. This mechanical problem 
was not present for the other three configurations, and therefore 
it was concluded that neither the leakage rate nor the presence 
of the cavity had much influence on the stall inception point of 
this compressor. The insensitivity of the stall point to hub leak
age flow in addition with other data not presented here suggest 
the first rotor initiated stall in this compressor. 

Stage Performance. Individual stage pressure rise data in
dicated that increasing seal-tooth leakage lowered the pressure 
rise of each stage and that the performance degradation became 
progressively worse in downstream stages. This is illustrated in 
Figs. 5 and 6, where the percent decrease in pressure rise is 
shown for each stage for the near-peak efficiency and increased 
loading operating conditions. Both figures show downstream 
stages suffered more degradation than upstream stages. Near 
peak efficiency, the trend was most noticeable at larger clear
ances (e/h > 1 percent), while at increased loading the trend 
was present for all clearance values. 

Third-stage circumferentially averaged radial distributions of 
pressure rise (\JJ'), work input (i/0, and efficiency (77) are 
displayed in Fig. 7 for increased loading operation. As seen, 
increasing leakage reduced the actual pressure rise across the 
entire span, while the actual work input was mainly reduced 
outboard of 50 percent span. This related to a greater reduction 
in efficiency near the hub compared to the tip when leakage 
was increased. 

Blade Element Performance and Velocity Triangle Data. 
Both rotor and stator blade flow fields were influenced by the 
amount of seal-tooth leakage. In general, increased leakage pro
duced increased stator flow blockage and total pressure loss 
inboard of 40 percent span. The blockage forced fluid outward, 
which in turn unloaded a substantial portion of the stator and 
the downstream rotor. These trends caused the degradation ob-
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Fig. 6 Stage pressure rise penalties for varying seal-tooth clearance at 
increased loading operating condition 

served in overall and stage performance. Blade element perfor
mance and axial velocity data that support these conclusions are 
shown in Figs. 8 and 9, respectively, for the increased loading 
operating condition. Similar tendencies in the data were also 
apparent near peak efficiency. Continuing discussions are there
fore a combined view of what happened in common at both 
operating conditions. Since definite trends can be seen when 
sequentially viewing data from the no-cavity to maximum leak
age configuration, the observed trends are always correlated to 
increasing seal-tooth leakage. 

At the inlet to the third rotor (ST 3.0) a large deficit in axial 
velocity developed near the hub (5-25 percent span) when 
seal-tooth leakage increased. Axial velocity data also confirm 
that the increased blockage near the hub forced fluid outward. 
Consequently, the rotor near hub incidence increased, while 
across the rest of the span (30-100 percent) rotor incidence 
decreased. Even though moderate variations in rotor incidence 
were present across the entire span, rotor deviation values were 
only slightly altered with varying leakage. This is consistent 
with two-dimensional blade element theory for airfoils op
erating near minimum loss incidence. Decreased rotor loadings 
for the upper 50 percent span and increased loading for the 
lower 50 percent illustrated by the diffusion factor data, were 
consistent with the notion that increased blockage at the stator 
hub forced more fluid outward, which unloaded the tip and 

loaded the hub of the rotor. Changes in rotor loss occurred 
across most the span. Near midspan loss values were raised, 
while near the hub and very near the tip they were reduced. 
The negative loss near the hub for many configurations may 
represent the radial shifting and mixing of the large inlet total 
pressure deficit as it passed through the rotor. This is supported 
by the reduced region of flow blockage at ST 3.5 and the in
creased levels of loss near midspan where rotor incidence values 
were actually reduced. Here, unlike deviation trends, two-di
mensional thinking does not work in three-dimensional flows. 
The negative loss could also represent the inaccuracy of calcu
lating relative total pressures from stationary slow response 
instrumentation. Additional data to clarify this trend would be 
useful. 

The incoming third stator flow (ST 3.5) had decreased levels 
of axial velocity over the lower 25 percent of span and raised 
levels for the rest of the span when leakage increased. The 
decreased axial velocity and slightly increased tangential veloc
ity (not shown), led to increased stator incidence near the hub. 
Near the tip, stator incidence angles were slightly reduced due 
to the movement of flow outward. 

The third stator exit flow also had a large region of flow 
blockage develop when seal-tooth leakage increased. Note the 
formation of low axial velocity from 5-25 percent span at ST 
4.0 in Fig. 9. Blockage near the hub again forced fluid toward 
the tip, which increased the axial velocity there. Because of the 
hub blockage, stator diffusion factor data show decreased load
ing over much of the span (25-100 percent), while near the 
hub loading increased. Considerable variations in stator devia
tion angles existed with varying leakage; from 0-10 percent 
and 60-95 percent span deviation decreased, but from 10-50 
percent span deviation increased. At 15 percent span a 7 deg 
difference in deviation existed between the no-cavity and maxi
mum leakage configurations at both operating conditions. At 
the hub (0-10 percent span), reduced deviation values corre
sponded to decreased tangential velocity levels and indicate a 
tendency for hub fluid to become overturned. Marginal changes 
in stator total pressure loss occurred outboard of 50 percent 
span; however, across the lower 40 percent of span large loss 
increases transpired. At 20 percent span, the loss more than 
doubled when going from no cavity to maximum leakage. 

These variations in stator hub blockage, deviation, and loss 
with span and leakage amount appeared to correspond well to 
the variations in stator incidence angle with span and leakage 
amount. However, analysis of this experiment data alone cannot 
determine whether these changes were caused only by stator 
incidence changes. More discussions on this subject are pre
sented in Part B. 

Circumferential Variation Details. At the inlet of the 
third stator, measurements suggest that the radial variations in 
circumferentially averaged data with leakage increase were 
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Fig. 8 Variation of blade element performance data for (a) rotor 3 and (£>) stator 3 with varying seal-tooth clearance: increased loading 
operating condition 

caused by incremental shifts in flow parameter levels across the 
entire pitch and not by changes to the circumferential distribu
tions. This is shown in Fig. 10 for stator 3 incidence at 20 
percent span operating at increased loading. 

Unlike stator inlet flow, stator discharge flow near the hub 
demonstrated sizable changes in the pitchwise distributions with 
leakage increase. Stator exit axial velocity data show (Fig. 10) 
that at 20 percent span the large region of blockage depicted in 
Fig. 9 developed on the suction side of the blade. The stator 
wake width increased from 40 to 80 percent pitch when going 
from no cavity to maximum leakage, while the wake depth 
grew from 50 to 90 percent of the midpitch value. Outboard of 
50 percent span only small changes to the wake width and depth 
occurred. 

Large variations in deviation and total pressure loss with 
leakage change were also present across most of the pitch at 
20 percent span. A definite trend existed in which the suction 

side deviation and loss values increased with increased seal-
tooth leakage. The deviation value became greater than 40 deg 
at 20 percent pitch for the maximum leakage case. The local 
loss in total pressure at the same location and for the same 
configuration reached nearly 0.7. It is interesting to note that 
even though the suction side deviation severely worsened, flow 
deviation between blade wakes (40 to 90 percent pitch) was 
not significantly altered. The increased loss and deviation values 
near 20 percent span, along with the decrease in axial velocity 
there, indicate that the suction surface boundary layer was se
verely disrupted when seal-tooth leakage increased. 

Single-Stage Changes: Part B 

The results of Part A revealed that increasing seal-tooth leak
age systematically altered overall, individual stage, and blade 
element performance. With these changes in performance also 
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increased loading operating condition 

came variations in the inlet flow profiles of each of the last 
three stages. These changing conditions made it difficult to 
identify the fluid mechanics associated with the interaction be
tween seal cavity flows and the primary flow. A second experi
ment was performed in order to help understand these mechan
ics better, and specifically to determine the influence of seal-
tooth leakage on the performance of an embedded stage. For 
this second experiment only the third-stage cavity geometry 
was modified, while the cavities of stages one, two, and four 
were kept at the baseline configuration geometry. This section 

summarizes the results of the second experiment (Part B) with 
frequent reference to data already presented in Part A. 

Stage Performance. Changes to the third-stage cavity ge
ometry in Part B did not alter the first and second-stage pressure 
rise characteristics, but did change the those of the third and 
fourth stages. Third-stage pressure rise penalty values at two 
operating conditions are shown in Fig. 11. Part B data show a 
2.0 to 2.5 percent stage pressure rise penalty when going from 
no cavity to maximum leakage. Therefore, nearly 40 percent of 
the third stage penalty observed in Part A could be directly 
attributed to the alteration of the third stator seal-tooth leakage 
alone. Variations in the fourth-stage pressure rise values indi
cated that nearly half of the fourth-stage pressure rise degrada
tion in Part A was attributed to the variations in the rotor 4 
incoming flow. For example, at increased loading operation 
the forth-stage pressure rise penalty between the configuration 
extremes was approximately 5 percent for Part B compared to 
10 percent for Part A. 

These facts indicate that the presence of seal-tooth leakage 
affects stage performance in two distinct ways. First, a perfor
mance penalty will be suffered because of the amount of leakage 
associated with that stage. Second, performance of downstream 
stages can be degraded by any upstream flow field disruptions 
caused by increased seal-tooth leakage within upstream stages. 

Blade Element Performance and Velocity Triangle Data. 
Data collected for Part B indicated no measurable differences 
in the third rotor exit flow for the increasing leakage of stator 
3 except for slightly increased relative tangential velocity near 
the hub ( 0 - 3 percent span). This suggested the downstream 
stator leakage did not hinder the upstream rotor performance. 
Therefore, the Part B pressure rise penalty, seen in Fig. 11, was 
caused only by the poorer performance of stator 3, even though 
inlet flow conditions into stator 3 were nearly identical for all 
configurations. 

Radial distributions of stator 3 blade element performance 
and axial velocity data are given in Figs. 12 and 13, respectively, 
for the increased loading operating condition. The trends estab
lished for the stator flow field in Part A when the seal-tooth 
leakage was increased were repeated in Part B, but to a lesser 
extent. Increasing the third-stage seal-tooth leakage lowered the 
axial velocity near the hub (5-25 percent span), while outboard 
of 25 percent span the axial velocity was raised. Deviation 
increased from 10-50 percent span and decreased inboard of 
10 percent span. Diffusion factor data show increased loading 
near the hub (0-15 percent span) and reduced loading outboard 
of 20 percent span. Finally, the region in which the loss in
creased extended out to 35 percent span. At 12.5 percent span, 
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the loss for the maximum leakage configuration was nearly 
double the value associated with the no-cavity configuration. 

To make more quantitative comparisons between Parts A and 
B data, two additional parameters were calculated. The first was 
an axial velocity displacement thickness or blockage factor (<5*) 
similar to what might be used in a throughfiow calculation. 
The second was mass-averaged total pressure loss (o>) across 
a spanwise portion of the passage. These parameters were calcu
lated from Part A and Part B data at ST 4.0. Displacement 
thickness values are illustrated in Fig. 14, while total pressure 
loss quantities are given in Fig. 15. Note that both displacement 
thickness and loss for Parts A and B at a specific operating 
condition were nearly equal for the baseline clearance (e3M 
«a 0.7). This was because nearly identical stator 3 inlet flow 
conditions and leakage flow rates were present for these cases. 
For clearances less than the baseline (e,/h < 0.7), Part A near 
peak efficiency displacement thickness and loss values were 
less than those of Part B. This indicated the added benefit of 
having a better flow profile coming into the stator, which oc
curred in Part A. For clearances greater than baseline (e3/h > 
0.7), Part A displacement thickness and loss values were greater 
than those of Part B. This indicated the extra detriment caused 
by having a worsened flow profile coming into the stator. For 
clearances larger than the baseline value, nearly 65 percent of 
the extra blockage that developed in Part A was attributed solely 
to the increase in seal-tooth leakage under the third stator. The 
other 35 percent was caused by different flow conditions into 
the stator. Likewise, increasing the seal-tooth leakage under 
stator three accounted for approximately 60 percent of the in-
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crease in loss found in Part A while 40 percent may be attributed 
to the different incoming flow distributions. 

Comparison of the data from both experiments (Parts A and 
B) leads to two major conclusions. First, seal-tooth leakage 
affects rotor performance in a rather indirect manner, since 
varying the amount of seal-tooth leakage in a stage negligibly 
alters the upstream rotor performance. Instead, seal-tooth leak
age disrupts the stator flow field, which, in turn, produces differ
ent stator exit flow conditions. These different conditions then 
modify the performance of any downstream stage. Second, seal-
tooth leakage influences the performance of a stator both di
rectly and indirectly. Changing the amount of seal-tooth leakage 
can alter the stator performance in that stage. Furthermore, pro
vided the downstream rotor cannot heal the degraded incoming 
flow, the flow into the next stator may also be altered, which 
can change the performance of that downstream stator. From 
these conclusions it becomes apparent that a designer must not 
only account for the influence of seal-tooth leakage in the design 
of the stator row in which leakage occurs but also consider the 
influence in downstream blade rows. 

Isolated Stator 3 Simulations 

The impact of the upstream cavity tangential velocity on the 
near hub flow field is first hypothesized. When cavity fluid 
having low tangential velocity (momentum) is entrained into 
the power stream, the cross-passage pressure gradient drives it 
to the suction side where it collects and worsens the near hub 
suction side blade boundary layer. More leakage or lower tan
gential velocity fluid in the upstream cavity will increase this 
cross-passage flow. When the upstream cavity tangential veloc
ity is high enough to overcome the cross-passage pressure gradi
ent, the cavity fluid collects on the pressure side of the stator 
blade as it travels downstream. In this case, the suction surface 
sensitivity to increased leakage is reduced since less cavity fluid 
collects on the suction side of the blade. Although described 
here in terms of pressure gradients and fluid momentum, the 
process is identical to the tilting and stretching of a vorticity 
vector as it convects through the channel with the production 
of secondary flows, as envisioned by Adkins and Smith (1982). 

Numerical simulations of the LSAC isolated stator 3 flow 
field were obtained with the ADPAC analysis tool to help sup
port these premises. The code solved the three-dimensional 
Reynolds-averaged Navier-Stokes equations using a finite vol
ume formulation with an explicit time-marching Runge-Kutta 
solution scheme. Steady-state flows were obtained as the time-
independent limit of the time-marching procedure. Local time 
stepping, implicit residual smoothing, and multigrid accelera
tion techniques were utilized along with multiple-block mesh 
discretization. A standard Baldwin-Lomax turbulence model 
was used to estimate turbulent shear stresses. Additional infor-
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mation concerning numerical algorithm development may be 
found from Hall and Delaney (1993). 

Physical Discretization and Boundary Conditions. The 
stator power stream and cavity flows were solved simultane
ously. A typical meridional mesh distribution used for the calcu
lations is shown in Fig. 16. A sheared H-type grid extended the 
meridional distribution into the circumferential direction. The 
power stream had a total of 468,195 (193 X 49 X 49) points 
while the cavity contained 327,320. All simulations were per
formed with essentially the same grid. Near-wall spacings were 
kept to within 0.05 percent span for all surfaces. Inlet and 
exit boundary conditions were prescribed in order to match the 
measured circumferential averaged flow parameters at Station 
3.5 and 4.0 for the Part B baseline configuration at peak effi
ciency. Design rotational speed was 958 rpm. 

Numerical Configurations. This portion of this study in
volved the simulation of four configurations: 

• Baseline clearance with nominal wheel speed (10) 
• Maximum clearance with nominal wheel speed (10) 
• Baseline clearance with double wheel speed (20) 
• Maximum clearance with double wheel speed (20) 

The baseline and maximum clearance cavity geometries matched 
those of the second experiment. For two configurations the hub 
was rotating at the nominal design speed, while for the other two 
the wheel speed was doubled in order to produce a higher up

stream cavity tangential velocity. Although the wheel speed was 
doubled, the inlet and exit flow conditions were unaltered. This 
was permissible since the stator was simulated in isolation. 

Tangential Velocities Within the Upstream Cavity. Before 
reviewing data that confirm the premises, it is beneficial to look 
at the circumferentially averaged tangential velocity variations 
within the upstream cavity. These are illustrated in Fig. 17. In
cluded also are the measured LSAC data for the baseline and 
maximum leakage configurations. The tangential velocity levels 
and distributions changed for each simulation. For nominal wheel 
speed, the maximum clearance geometry reduced the upstream 
cavity tangential velocity to about 30 percent of the hub speed 
from the baseline 40 percent value. This reduction closely agreed 
with measured data. Increasing the hub wheel speed obviously 
increased the upstream cavity tangential velocity. For the baseline 
clearance, doubling the wheel speed increased the tangential ve
locity to about 90 percent of the hub speed, while the maximum 
clearance produced a value of approximately 70 percent. The 
bulges in tangential velocity near 0 percent span for the double 
wheel speed solutions were caused by the convection of high 
tangential velocity fluid, very near the upstream cavity rotor wall, 
into the power stream. 

Discussion of Numerical Simulations. The predicted and 
measured spanwise distributions of stator 3 exit axial velocity 
and deviation are depicted in Figs. 18 and 19, respectively. For 
nominal wheel speed, the measured increase in hub blockage 
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with increased seal-tooth clearance was captured in the maxi- 
mum clearance simulation. The predicted deviation quantities 
also show adequate representation of the measured data for both 
nominal wheel speed configurations. 

Increasing the upstream cavity tangential velocity influenced 
the stator flow field. Hub blockage was reduced compared to 
the nominal wheel speed simulations. Deviation angles show 
more turning from 10-40 percent span and less overturning at 
the hub (0-10  percent span). Diffusion factor data (not shown) 
indicated that the hub loading was reduced when the wheel 
speed doubled. This corresponded well with the reduced 
blockage present there. 

The increase in loss with increased leakage for the double 
wheel speed simulations was less than that observed in the 
nominal speed simulations. The predicted mass-averaged total 
pressure loss variations are illustrated in Fig. 20. Part B mea- 
sured data and uncertainty estimates are also included. Both 
nominal wheel speed simulations under predicted loss compared 
to measured data, while the leakage rate (for the same clear- 
ance) was greater than the estimated test leakage. Although the 
predicted and measured absolute levels were not the same for 
these nominal wheel speed data, the trend of increased loss 
with increased leakage was present. When the wheel speed 
was doubled, a reduction in total pressure loss occurred. The 
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Fig. 19 Variations in circumferentially averaged stator 3 deviation angle 
(ST4.0I. Symbols represent measured data while lines denote simulation 
data. 

sensitivity of loss to leakage was also reduced as surmised in 
the stated premises. 

The impact these different cavity flows had on the hub flow 
field is illustrated in Fig. 21. Here, hub surface flow is repre- 
sented by near-surface streaklines. These streaklines clearly in- 
dicate increased crossflow for maximum clearance compared to 
baseline clearance. Also doubled wheel speed hub streaklines 
show less turning than the nominal wheel speed streaklines. 

The radial extent of leakage flow at the stator discharge is 
shown in Fig. 22, which indicates where fluid particles, originat- 
ing in the upstream cavity, passed through a cross-channel plane 
at the stator trailing edge. These particles were tagged at the 
cavity-power stream interface surface just upstream of the stator 
leading edge and therefore Fig. 22 represents all seal-tooth leak- 
age flow that entered the power stream. The progression of 
these interface fluid particles from the pressure side to suction 
side for the different simulations is apparent. For the baseline 
double wheel speed simulation, most fluid particles originating 
at the interface ended up near the pressure side of the blade 
and did not migrate above 2.5 percent span. For the maximum 
double wheel speed simulation, a large amount of these particles 
remained in the pressure half of the passage, although some 
were convected to the suction side of the blade. In the baseline 
nominal speed simulation, no particles collected on the pressure 
surface. Instead, they were carried to either the middle of the 
passage or up the suction surface. Some particles near the suc- 
tion surface had a spanwise migration of nearly 10 percent span. 
Finally, for the maximum nominal wheel speed simulation, a 
substantial amount of interface fluid collected within a suction 
surface separation region, moved radially outward on the blade 
surface, and exited the blade at 10-15 percent span. 

The simulation results clearly show that the stated hypothesis 
was qualitatively correct. When the tangential momentum of 
the upstream cavity fluid was low, that fluid collected on the 
suction surface and further worsened the near-hub suction side 
blade boundary layer. More leakage, which produced lower 
tangential velocity cavity fluid, also increased the cross-passage 
flow. Furthermore, with high tangential momentum fluid in the 
upstream cavity, the suction surface sensitivity to increased 
leakage was reduced since less cavity fluid collected on the 
suction side of the blade. 

Conclusions 
Experiments were performed on a low-speed multistage 

axial-flow compressor to assess the effects of shrouded stator 
cavity flows on aerodynamic performance. Numerical simula- 
tions of the test rig stator flow field were also conducted to help 
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resolve some important fluid mechanics details associated with 
the interaction between the primary and cavity flows. 

The rig tests confirmed increasing seal-tooth leakage degraded 
compressor performance. Data revealed that for every 1 percent 
increase in seal-tooth clearance-to-span ratio, the pressure rise 
penalty was nearly 3 percent, while efficiency dropped 1.0 point. 
The observed efficiency penalty slopes were comparable to those 
commonly reported for rotor and cantilevered stator tip clearance 
variations. Therefore, the data suggest it is as important to account 
for the effects of seal-tooth leakage as it is to include the influence 
of tip clearance flows when trying to predict overall performance 
of multistage compressors correctly. 

The influence of open cavities alone on performance remains 
unresolved. More data on this subject would be useful. 

It should be noted that neither concealing the cavities nor 
changing seal-tooth leakage altered the stalling flow coefficient 
of this test compressor. Again, additional data detailing the 
influence of seal-tooth leakage on the stalling flow coefficient 
of different compressors would be useful. 

The performance degradation observed when leakage increased 
was brought about in two distinct ways. First, increasing seal-
tooth leakage directly spoiled the near hub performance of the 
stator row in which leakage occurred. Additional leakage fluid 
produced additional flow blockage, deviation, and total pressure 
loss near the stator hub endwall. This extra blockage forced more 
fluid radially outward toward the shroud, thereby unloading a 
significant spanwise portion of the stator. Second, the altered 
stator exit flow conditions caused by increased leakage impaired 
the performance of the next downstream stage by decreasing the 
work input of the downstream rotor and increasing total pressure 
loss of the downstream stator. These effects caused a progressive 
deterioration of performance for each downstream stage. 

Simulation results showed that when the tangential momen
tum of the fluid in the upstream cavity was low, that fluid 
collected on the suction surface of the stator blade and further 
worsened the near hub suction side blade boundary layer. More 
leakage produced lower tangential velocity cavity fluid and, 
therefore, cross-passage flow was increased. When the tangen

tial momentum of the upstream cavity was high, the suction 
surface sensitivity to increased leakage was reduced, since less 
cavity fluid collected on the suction side of the stator blade. 
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D I S C U S S I O N 

Ruixian Cai1 

The paper studied the influence of shrouded stator seal-tooth 
leakage on axial compressor performance in detail and gave sound 
conclusions. However, there is an unsolved problem: Does the 
existence of stator shroud influence performance markedly? The 
paper did not answer this problem directly since it had not tested the 
compressor with unshrouded stator and compared the experimental 
results. Nevertheless, according to the explanation of Figs. 3 and 
4, it seems the answer of the authors was no evident influence. 
Indeed, there were some axial compressors with shrouded stators 
whose performances were acceptable. But Jefferson and Turner 
(1958) did report the negative influence of stator shroud on the 
aerodynamic performances including efficiency and stall margin. 

The discusser had an opportunity to take part in developing a 
4500 hp class gas turbine locomotive in China in the 1970s. The 
design of the compressor was based on a widespread prototype 
11-stage unshrouded subsonic compressor, which had been suc
cessfully applied in many cases in China. The design philosophy 
of the prototype was very common in early years; for example, 
the profile of blades is similar to C-4, the reaction is a little larger 
than 0.5. The only modifications to the prototype were: shrouding 
all stators for mechanical considerations, adjusting the size exactly 
to scale to suit the demand of flow rate (power output), adding 
an extrapolating stage in front of the original prototype to raise 
the pressure ratio. Except for the shrouding stator, other modifica
tions had a successful record, so the gas turbine was manufactured 
without testing the compressor beforehand. 

Contrary to everyone's expectation, the aerodynamic perfor
mance of the compressor, especially the stability performance, 
deteriorated seriously. The slope of characteristics in the pres
sure ratio-reduced mass flow rate diagram became much gen
tler and the surge line went down a lot compared with the design 
characteristics, which can be seen in Fig. D. 1. At first, we did 
not believe it was caused by shrouding stators, and adjusted it 
with many regular approaches, for example, adjusting the rotat
ing inlet guide vane, optimizing the air inlet system to lower 
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Fig. D1 Compressor characteristics with cantilevered stators and 
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inlet distortion, minimizing the shrouded stator cavities and 
labyrinth seal-tooth leakage, and so on. But no apparent im
provement occurred. At last, after we changed the mechanical 
design and only resumed the cantilevered stators, then the com
pressor characteristics became very close to the original design 
condition (see Fig. D l ) , and the gas turbine locomotive could 
be developed successfully and run in the Chinese railway. 

Owing to conditions in China at that time, we could not study 
these phenomena in detail. However, it was assumed that the 
improvement after discarding the shroud was due to the allevia
tion of stator hub secondary flow caused by the rotating rotor 
surface, since the rotating direction of rotor is opposite to the 
hub secondary flow. Then, some stator shroud treatments were 
proposed to eliminate the negative influence of shroud on aero
dynamic performance but maintain the positive influence on the 
mechanical design. 

The detail had been reported in a journal published in Chinese 
and was not well-known in the world. In the late 1970s and 
early 1980s, several Chinese gas turbines and jet engines with 
shrouded stators and poorer stalling performance were changed 
to cantilevered stators according to above-described discovery. 
Improvement to varying degrees on stalling performance was 
obtained; however, it was not as evident as shown in Fig. Dl. 

Therefore, the influence of stator shroud on the compressor 
performance, especially the influence mechanism, has not yet 
been studied thoroughly. Why is the influence strong for some 
cases but negligible for other cases? The turbomachinery theory 
and experimental ability have advanced greatly. It is the right 
time to research it in detail. 
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leakage on axial compressor performance in detail and gave sound 
conclusions. However, there is an unsolved problem: Does the 
existence of stator shroud influence performance markedly? The 
paper did not answer this problem directly since it had not tested the 
compressor with unshrouded stator and compared the experimental 
results. Nevertheless, according to the explanation of Figs. 3 and 
4, it seems the answer of the authors was no evident influence. 
Indeed, there were some axial compressors with shrouded stators 
whose performances were acceptable. But Jefferson and Turner 
(1958) did report the negative influence of stator shroud on the 
aerodynamic performances including efficiency and stall margin. 

The discusser had an opportunity to take part in developing a 
4500 hp class gas turbine locomotive in China in the 1970s. The 
design of the compressor was based on a widespread prototype 
11-stage unshrouded subsonic compressor, which had been suc
cessfully applied in many cases in China. The design philosophy 
of the prototype was very common in early years; for example, 
the profile of blades is similar to C-4, the reaction is a little larger 
than 0.5. The only modifications to the prototype were: shrouding 
all stators for mechanical considerations, adjusting the size exactly 
to scale to suit the demand of flow rate (power output), adding 
an extrapolating stage in front of the original prototype to raise 
the pressure ratio. Except for the shrouding stator, other modifica
tions had a successful record, so the gas turbine was manufactured 
without testing the compressor beforehand. 

Contrary to everyone's expectation, the aerodynamic perfor
mance of the compressor, especially the stability performance, 
deteriorated seriously. The slope of characteristics in the pres
sure ratio-reduced mass flow rate diagram became much gen
tler and the surge line went down a lot compared with the design 
characteristics, which can be seen in Fig. D. 1. At first, we did 
not believe it was caused by shrouding stators, and adjusted it 
with many regular approaches, for example, adjusting the rotat
ing inlet guide vane, optimizing the air inlet system to lower 
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Fig. D1 Compressor characteristics with cantilevered stators and 
shrouded rotors: design — with shrouded stators - • - • - • - with 
cantilevered stators 

inlet distortion, minimizing the shrouded stator cavities and 
labyrinth seal-tooth leakage, and so on. But no apparent im
provement occurred. At last, after we changed the mechanical 
design and only resumed the cantilevered stators, then the com
pressor characteristics became very close to the original design 
condition (see Fig. D l ) , and the gas turbine locomotive could 
be developed successfully and run in the Chinese railway. 

Owing to conditions in China at that time, we could not study 
these phenomena in detail. However, it was assumed that the 
improvement after discarding the shroud was due to the allevia
tion of stator hub secondary flow caused by the rotating rotor 
surface, since the rotating direction of rotor is opposite to the 
hub secondary flow. Then, some stator shroud treatments were 
proposed to eliminate the negative influence of shroud on aero
dynamic performance but maintain the positive influence on the 
mechanical design. 

The detail had been reported in a journal published in Chinese 
and was not well-known in the world. In the late 1970s and 
early 1980s, several Chinese gas turbines and jet engines with 
shrouded stators and poorer stalling performance were changed 
to cantilevered stators according to above-described discovery. 
Improvement to varying degrees on stalling performance was 
obtained; however, it was not as evident as shown in Fig. Dl. 

Therefore, the influence of stator shroud on the compressor 
performance, especially the influence mechanism, has not yet 
been studied thoroughly. Why is the influence strong for some 
cases but negligible for other cases? The turbomachinery theory 
and experimental ability have advanced greatly. It is the right 
time to research it in detail. 
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Authors' Closure 
We thank Ruixian Cai for his thoughtful discussion of our 

paper. We also appreciate the data he presented from an 11-
stage compressor, which show a significant change in perfor
mance due to the incorporation of shrouded vanes in place of 
cantilevered vanes. We are sure that others would not be so 
eager to present such data, although it is certain that more 
experiences such as his exist. In our viewpoint, his data empha
size the fact that shrouded stators can alter performance. In our 
paper, we went one step further and proved that increased seal-
tooth leakage or decreased upstream cavity tangential momen
tum are two reasons that shrouded stators may hinder perfor
mance. 

Two questions were asked. Both are difficult to answer in 
general. The reason is that it is impossible, in practice, to uncou
ple the hub shroud from the shroud cavity and its corresponding 
flow, since some cavity volume and seal-tooth leakage flow 
will exist in any real configuration. It is, therefore, hard in 
experimental practice to sort out the influence of a nonrotating 
vane hub, by itself, on performance. Our data showed that hav
ing the hub shroud with no cavities and no leakage (or as close 
as we could get to only a hub shroud) produced the best tested 
aerodynamic performance for this compressor. We also believe 
that simply replacing a cantilevered vane with a shrouded vane 
(identical airfoil geometries) without taking into account the 
different aerodynamics associated with the two vane types could 
be difficult to accomplish without influencing performance. The 
stator discharge near hub vorticity fields for the two vane types 
are substantially different, which can dramatically alter the 
downstream rotor performance. In a high-speed compressor, it 
does not take many stages for these differences to greatly change 
the axial stage matching. This might account for the trends 
presented in Fig. Dl . 

Concerning the degree of impact for different designs, a sim
ple mixing loss calculation of the injected leakage flow can 
illustrate that one reason that shrouded stators might behave 
differently in various designs is stage reaction. Again we claim 
that the presence of the hub shroud cannot be uncoupled from 
the cavity leakage flow. The mixing loss for cavity leakage 
flow entering the powerstream can be found by applying the 
conservation equations, neglecting skin friction, to a control 
volume enclosing the region between blade rows and the flow 
path. Leakage flow enters the control volume through the hub 
with axial and tangential velocities not equal to the powerstream 
values. This loss, for incompressible flow, is defined in the 
following equation. Here variables subscripted with I pertain to 
the seal cavity leakage values, the others to powerstream values 
at the stator inlet. 
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We focus on two designs of a rear subsonic stage, one having 
50 percentreaction, and the other 80 percent. We assume both 
have the same flow path, cavity volume and geometry, seal-
tooth clearance, rotational speed, inlet total pressure, and inlet 
total temperature. Therefore, only the reaction and correspond
ing change in aerodynamics and stage static pressure rise split 
between the rotor and stator are different. The design with 50 
percent reaction will produce more seal-tooth leakage flow than 
the 80 percent reaction design for the same clearance due to 
the greater pressure differential across the stator. The increased 
leakage will also lead to lower upstream cavity tangential mo
mentum for the 50 percent reaction design. Exact values of 
leakage flow, upstream cavity axial and tangential velocities for 
this example came from a model of the cavity flow developed 
by Wellborn et al. (1999). Powerstream values came from a 
throughflow design code. The results of this analysis are shown 
in Fig. D2. Here the change in total pressure mixing loss with 
seal-tooth clearance is shown. The 50 percent reaction design 
has nearly doubled the mixing loss of the 80 percent reaction 
design for the same seal-tooth clearance. For a nominal clear
ance value near 1.2 percent of span, the minimum value that 
could be practically attained in this example, the 50 percent 
reaction stator loss increase due to mixing of the leakage flow 
would be 0.01, which is not a trivial amount considering this 
loss increase would occur across the entire span (leakage flow 
mixed with the entire powerstream flow). Therefore, even a 
simple mixing loss calculation indicates that it is easy to have 
different performance for different designs. 

In closing, we welcome other studies that would shed light 
on the fluid mechanics associated with shrouded stator /seal 
cavity flows and their impact on compressor performance. We 
also agree that it is the right time to add to the body of knowl
edge concerning this subject. 

Reference 
Wellborn, S. R., Tolchinsky, I., and Okiishi, T. H., 1999, "Modeling Shrouded 

Stator Cavity Flows in Axial-Flow Compressors," ASME Paper 99-GT-75. 
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Endwall Blockage in Axial 
Compressors 
This paper presents a new methodology for quantifying compressor endwall blockage and 
an approach, using this quantification, for defining the links between design parameters, 
flow conditions, and the growth of blockage due to tip clearance flow. Numerical 
simulations, measurements in a low-speed compressor, and measurements in a wind 
tunnel designed to simulate a compressor clearance flow are used to assess the approach. 
The analysis thus developed allows predictions of endwall blockage associated with 
variations in tip clearance, blade stagger angle, inlet boundary layer thickness, loading 
level, loading profile, solidity, and clearance jet total pressure. The estimates provided by 
this simplified method capture the trends in blockage with changes in design parameters 
to within 10 percent. More importantly, however, the method provides physical insight 
into, and thus guidance for control of the flow features and phenomena responsible for 
compressor endwall blockage generation. 

1.0 Introduction 
It has long been known that the flow in the endwall region of an 

axial compressor has a strong influence on overall performance 
and stability. For example, Wisler (1985) suggests that more than 
half the loss in an axial compressor is associated with the flow in 
the endwall region. The large amount of data presented by Koch 
(1981) also emphasize the detrimental effect of increasing tip 
clearance on the maximum pressure rise obtainable within a blade 
passage. 

Figure 1, adapted from Smith and Cumpsty (1984), illustrates 
the effects of tip clearance on pressure rise capability for a low-
speed rotor. As the mass flow is decreased, the pressure rise 
coefficient increases to a peak and then declines. The peaking of 
the characteristic is due to the reduction in blade passage exit 
effective flow area, which can be associated with either the for
mation of regions of substantial velocity defect or with deviation. 
Of these, it is the former, commonly referred to as "blockage," that 
appears to be more important. Similar effects are observed in 
transonic fans as illustrated by Suder (1998), who attributed end-
wall blockage primarily to shock/tip leakage vortex interaction. 

Further, the present understanding of rotating stall in axial 

Contributed by the International Gas Turbine Institute and presented at the 43rd 
International Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, 
Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine 
Institute February 1998. Paper No. 98-GT-188. Associate Technical Editor: R. E. 
Kielb. 

compressors traces a clear line between one route to stall inception 
and peaking over of the pressure rise characteristic. In compressors 
in which flow in the tip region is primarily responsible for block
age growth, rotating stall onset is thus linked to phenomena asso
ciated with clearance flow. There is therefore strong motivation to 
understand the key features of the endwall flow field and to 
develop techniques to modify it. However, in spite of the impor
tance of the endwall flow field in determining the pressure rise 
capabilities of axial compressors (as well as the existence of many 
experimental, analytical and, most recently, computational inves
tigations of this topic), complete explanations of the mechanisms 
through which the endwall flow degrades compressor performance 
still do not exist. Empirical correlations are typically employed in 
the design process, with different organizations developing these 
from quite different physical viewpoints (Koch, 1981; Schweitzer 
and Garberoglio, 1984). 

1.1 Problem Statement. The primary issues addressed in 
this paper are: 

1 The development of a procedure to quantify compressor 
endwall blockage. 

2 The definition of a simplified, physically based model for 
endwall blockage. 

3 The determination of the relative sensitivity of blockage to 
various compressor design parameters. 

4 The development of quantitative criteria for blockage man
agement. 
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Fig. 1 Compressor characteristic for various tip clearance sizes from 
Smith and Cumpsty (1984) 

1.2 Approach. The approach taken in this paper can be 
stated as follows. A basic premise (which is shown in the paper) is 
that many of the features of compressor tip clearance flows can be 
captured by three-dimensional computations that are in widespread 
usage. In spite of the computational capability, however, links 
between design parameters, flow conditions, and compressor end-
wall blockage are typically still dealt with on a configuration-
specific basis. More precisely, there appears to be no unified 
framework that not only captures the underlying fluid dynamics 
that define these links, but also allows one to view them on a more 
global basis. Describing such a framework is the central objective 
of this paper. The framework is intended to complement compu
tations, enabling the development of physically based guidelines 
for the control of tip leakage flows. 

In this context, both computational and experimental results 
were examined to address the issues listed above. The computa
tions, which allowed detailed flow field investigation, were carried 
out using the three-dimensional Reynolds-averaged Navier-Stokes 
solver described by Adamczyk et al. (1989). Wind tunnel experi
ments designed to simulate a compressor endwall flow were used 
to isolate key design parameters. Data from a low-speed compres
sor were used to support and confirm the computations and extend 
the parameter space studied. 

Computations were performed on three blade geometries: the 
cantilevered stator described by Johnson and Greitzer (1987), the 
low-speed General Electric E3 Rotor B described by Wisler (1977, 

1981), and the transonic fan, NASA Lewis Rotor 67, whose 
performance has been reported by Strazisar et al. (1989). The cases 
cover a range of flow and geometric parameters relevant for the 
design of modern, efficient compressors. Data from the experi
ments were used to corroborate the computational results and 
ensure that the computations captured the physical phenomena 
examined. The low-speed compressor experiments were carried 
out at the Whittle Laboratory. Two clearance levels and five 
loading levels were tested, covering a range of flow conditions 
similar to the computations. The experiments conducted using this 
rig were described in detail by Khalsa (1996). 

The scope of the paper is as follows. Section 2 describes the 
method for quantification of blockage in compressors. Section 3 
then presents simplified mechanistic arguments about the behavior 
of a velocity defect in a pressure gradient, which will be later 
shown to apply directly to the description of compressor blockage 
formation. Section 4 then shows a number of parametric trends of 
endwall blockage, using experiments as well as computations. 
Following from this, Section 5 integrates the ideas of Section 3 
with the computations and data of Section 4 to develop a basic 
analysis for estimating blockage. Applications and parametric 
trends are given in Section 6. 

2.0 Quantification of Endwall Blockage 
The term "blockage," which is widely used in discussions re

garding axial compressor flows, generally refers to the reduction in 
effective free-stream or core flow area due to local velocity de
fects, analagous to the displacement thickness associated with 
boundary layers. Past assessments of blockage have, for the most 
part, been limited to qualitative descriptions regarding the size and 
severity of the apparent nonuniformity or velocity defect present in 
the flow, e.g., Smith and Cumpsty (1984) and Crook et al. (1993). 
Some techniques to quantify blockage or displacement thickness 
have been suggested, notably that of Smith (1970) (see also Dring, 
1984), but none have linked the nonuniformity in the local defect 
region to the free-stream or "core" region velocity and thus, to the 
pressure rise, in a rigorous manner. 

To identify trends in blockage, as well as to help in understand
ing the underlying mechanisms that affect the generation of block
age, a quantitative means of assessment is required. In this section, 
we present a method for defining blockage in axial compressors 
and apply the method to a low-speed rotor and a transonic fan. The 
resulting blockage values are used to illustrate the role of clearance 
in blockage growth. The description given here represents an 
overview of the method; a more detailed description is presented 
by Khalid (1995). 

The concept of a blocked area is similar to a boundary layer 
displacement thickness, as illustrated in Fig. 2. The challenges 
associated with defining the blockage in a compressor blade row 
flow field are that the flow is multidirectional, and the free stream 
is nonuniform. These aspects raise two questions: (1) What veloc
ity component is relevant for defining blockage? (2) How can the 

Nomenclature 

A = area 
c = chord length 

CPS = static pressure coefficient = 

CPT = defect total pressure coefficient 

C, 
h 
P 
Q 

{Pr.cxii, PTJ 
= axial velocity 
= blade height 
= pressure 
= dynamic head 
= blade spacing 

")/fi» 

u = velocity component 
U = velocity magnitude 

w = relative velocity magnitude 
a = local leakage angle with respect to 

blade surface 
a0 = ratio of defect velocity to free-

stream velocity 
/3 = relative flow angle 

S* = displacement thickness 
p = density 
a = solidity = els 
T = tip clearance height 

Subscripts and Superscripts 

a = area-weighted average 

b = blocked 
e = edge of blockage area 

ex = exit 
in = inlet 
m = mainflow direction 

mid = blade midspan 
S = static 
T = total 

tip = blade tip 
1 = upstream, inlet 
2 = downstream, exit 
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Fig. 2 Blockage schematic 

edge of the defect region be identified given the presence of strong 
gradients in free-stream flow properties? 

In addressing these questions, we note some features that are 
common for many situations of technological interest. First, the 
compressor freestream or core flow has an identifiable direction, 
which may be called the throughflow or mainfiow direction. This 
mainfiow direction can be used to select the velocity component to 
use in the blockage definition. Second, although the core flow may 
be nonuniform, we can distinguish between this region and that 
existing near endwalls or blades because the gradients in flow 
properties in wall regions are significantly greater than those in the 
core region. This aspect can thus be used to identify the edge of the 
defect region. 

An expression for blocked area applicable for the flow within a 
compressor blade row is 

pu,„ 
We 

•dA (1) 

where the integral is taken over the defect region. This is formally 
the same as the definition of displacement thickness but two 
clarifying ^statements need to be made. First, the edge criterion is 
based on V(pum), where w,„ is the component of velocity resolved 
in the mainfiow direction. Specifically, the edge of the defect 
region is defined by the magnitude of the vector formed by the two 
gradient components lying in the plane of the integration. Thus, to 
calculate blockage in an axial plane, the magnitude of the vector 
formed by the radial and tangential components of V(p«,„) is used 
to define the edge. The value selected as the edge criterion is the 
minimum value not found in the core region. As is shown below, 
this cutoff value is quite distinct even for the highly nonuniform 
core regions representative of low hub-tip ratio fans. The edge 
velocity and density {Ue and pe, respectively) in Eq. (1) are the 
values along the edge of the blockage region nearest to the local 
area over which the integration is taken. 

Figure 3 shows contours of pu„, and the magnitude of Vpu,„ for 
a transonic fan with a hub-to-tip ratio of 0.67, normalized using the 
inlet average density, axial velocity, and tip chord. Although the 
free-stream velocity varies by more than a factor of two, the 
gradient magnitude provides an unambiguous indication of the 
defect region. Further, the defect area over which the blockage 
integration is performed is relatively insensitive to the precise 
value selected (e.g., 2, 3, or 4) as the edge criterion. 

To illustrate the trends with operating condition and clearance, 
trailing edge blockage values calculated in this manner for the 
low-speed rotor are plotted as a function of compressor flow 
coefficient in Fig. 4. In the simulations, the flow coefficient was 
reduced until a converged solution could no longer be obtained. 
The open and filled symbols correspond to 1.4 and 3.0 percent 
clearance, respectively. The solid curves represent blockage cal
culated over the full span, while the dotted curves represent the 

(a) pum (b) I V^(pum) I 

Fig. 3 Example of blockage region definition using velocity gradient 

blockage contribution associated with the tip clearance, and the 
dashed curves represent the contribution of the blade and hub. 

For the smaller clearance, comparison of total blockage and 
tip clearance-related blockage indicates that little of the growth 
in blockage with increased loading is due to clearance flow. The 
blockage increase with loading is primarily due to growth of the 
suction surface boundary layer and the development of endwall-
suction surface corner separation as the flow coefficient is 
reduced. 

For the larger clearance, the tip clearance-related blockage, and 
the total blockage are larger than for the smaller clearance. Fur
thermore, with 3.0 percent clearance the growth in clearance-
related blockage with loading is almost entirely responsible for the 
growth in total blockage. For this rotor, increasing the clearance 
changes the region most responsible for limiting the pressure rise 
from the blade suction surface and the endwall corner at small 
clearance to the tip region at large clearance. 

Regardless of which plane Ab is calculated, it accounts for the 
free-stream velocity increase in that plane due to the defect region. 
This link between the local defect region to the free-stream veloc
ity is demonstrated by Khalid (1995). 
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Fig. 4 Blockage versus mass flux 
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3.0 Normalization and Parameterization of Blockage 

As background for discussing the endwall blockage trends and 
to motivate the parameters we use to collapse blockage data onto 
a single trend line, we first present a simplified description of the 
behavior of velocity defects passing through a pressure difference. 
We consider a velocity defect passing through a pressure rise in a 
quasi-one-dimensional, inviscid, incompressible flow, as indicated 
in Fig. 5. The initial normalized velocity in the defect has a 
magnitude aa = uJUi and an extent A,. Of interest is the 
effective blocked area, Ab2, at station 2, after the pressure rise, 
where Ahi is defined as 

A„, = 1 
«2 

(2) 

Using continuity and Bernoulli's equation gives an expression for 
A 42' A i, 

a0[(al-CPs)-"
2-(\-CPs)~

m] (3) 

where CPS = ^Ps/(^pU2,) is a static pressure rise coefficient. 
Equation (3) shows that exit blockage is a function of both the 

initial velocity defect, a„, and the nondimensional static pressure 
rise, CPS. This is illustrated in Fig. 6(a), which shows Abi/Al 

versus CPS for four different values of a0 spanning the values 
observed in the flow fields examined in this study. Figure 6(a) also 
shows that each curve possesses an asymptotic behavior in that 
there is a critical value of CPS, dependent on the initial defect, 
where the blockage increases rapidly; Eq. (3) indicates this occurs 
at a pressure rise coefficient equal to al. 

These statements may be put in a form that is more useful for the 
present problem if we work in terms of total pressure in the defect 
rather than a0. We thus define an exit plane total pressure coeffi
cient: 

CPT = 
n " 
\£ iH.free-stream 

With this definition, Eq. (3) can be rewritten as 

1 < 0 (4) 

Table 1 Low-speed compressor rig blading parameters 

Tip chord 119 mm 

Tip solidity 1.26 

Hub/tip ratio 0.80 

Tip camber 25.4° 

Inlet <5*/T 2.0 

Design CJUtip 0.63 

~ = VTTciMD - (CPS - CPT)]-1/2 - (i - cpsy
m} (5) 

An advantage of writing the equation this way is that the asymp
tote in the blockage occurs when CPS — CPT = 1 for all initial 
defects. One view of this is that what we will term the loading 
parameter, CPS — CPT, is related to the defect dynamic head as 
follows: 

CPS-CPT= 1 - % ^ = 1 (6) 

Blockage will asymptote when the defect velocity decelerates to 
zero, which will occur when the loading parameter equals one. 

Figure 6(b) shows how different initial conditions are nearly 
collapsed to a single trend when blockage is plotted against this 
loading parameter CPS — CPT- Thus, although in general exit 
blockage depends on both CPS and CPT independently, Fig. 6 
demonstrates that, within the range of initial defects and static 
pressure rises examined in this study, the primary trend is well-
captured by the dependence on CPS — CPT only. 

We can now link the CPS and CPT parameters in the simplified 
one-dimensional description to a compressor tip leakage flow by 
defining the initial conditions as leakage jet, mass flux-weighted 
averages along the blade chord, and the final conditions as aver
ages over the blockage region (as defined in Section 2) in the blade 
passage exit plane. In Section 4, we show that blockage estimates 
obtained from experiments and numerical simulations of a range of 
compressor geometries collapse onto a single trend line when the 
data are characterized in this manner. A single limiting value of the 
loading parameter, CPS — CPr, is thus found to describe the 
experimental limiting pressure rise condition. This concept, plus 
the quantification of blockage, will be seen to enable estimation of 
clearance blockage growth in a wide range of situations. 

0.5 
CPS - CP T 

Fig. 6 One-dimensional blockage results: (a) blockage as a function of 
CPS, (b) blockage as a function of CPS - CPT 

4.0 Experimental Data and Numerical Simulations 
In this section we present blockage estimates obtained from 

low-speed compressor tests, Navier-Stokes computations, and 
tests in a wind tunnel model designed to capture the essential 
elements of tip leakage flows. Descriptions of each of these tools 
are provided and the blockage estimates are presented using the 
framework discussed in Section 3. 

4.1 Low-Speed Compressor Tests. Tests were performed 
in the Deverson low-speed compressor at the Whittle Laboratory 
of Cambridge University. The facility consisted of a calibrated 
bellmouth inlet with honeycomb flow straighteners, casing bound
ary layer thickening tabs, inlet guide vanes, a rotor (51 blades) and 
stator (49 blades) with a hub-to-tip ratio of 0.8, and an auxiliary 
exhaust fan. The inlet guide vanes were 3.2 rotor chords upstream 
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of the rotor leading edge, imparting swirl to the flow, but allowing 
the circumferential nonuniformities due to inlet guide vane (IGV) 
wakes to mix out. The rotor and stator blading is representative of 
a modern high-pressure compressor stage, with controlled diffu
sion airfoils. The primary features of the blading are summarized 
in Table 1. 

Data were collected primarily with a slant hotwire traversed 
radially 15 percent chord downstream of the rotor trailing edge. At 
each radial location phase-locked measurements were taken and 
ensemble-averaged for eight different wire orientations. The data 
were used to calculate each of the three rotor exit velocity com
ponents with 27 data points in the radial direction and 39 across the 
blade pitch. The error of the rotor exit plane velocities was less 
than ±5 percent with 95 percent confidence (Khalsa, 1996). 

Trailing edge velocity data were taken at a number of points 
along a speedline. Speedlines were run for two stagger angles 
(40.5 and 44.7 deg) and two clearance levels (T/C = 1.24 and 3 
percent). For the increased clearance tests, three blades were 
cropped to increase their clearance. The circumferential nonuni-
formity in clearance was accounted for in the data reduction using 
the theory of Horlock and Greitzer (1983) to find the circumfer
ential redistribution of flow coefficient for a given circumferential 
tip clearance variation. Using this analysis, the local flow coeffi
cient for the large clearance blades was estimated to be approxi
mately 8 percent less than the mean flow coefficient. 

Representative contour plots of the relative velocity magnitude 
normalized by midspan blade speed are shown in Fig. 7 for the 
datum stagger and clearance geometry at two flow conditions. The 
triangles along the right-hand edge indicate the radial measure
ment locations. For both plots the contour intervals are 0.04 
w/Umii, and the direction of blade rotation is right to left. 

Blockage was calculated at each flow condition using the tech
nique described above, and was normalized by clearance area (re) 
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Fig. 8 Blockage versus loading parameter from rotating rig experi
ments, two clearance heights, two stagger angles 

and multiplied by the cosine of the flow angle at the edge of the 
defect. The cosine factor was included to remove the dependence 
of blocked area on plane orientation since blocked area calculated 
in an axial plane will depend not only on the flow defect, but will 
depend on the angle that the plane makes with the mainflow 
direction as well. 

The loading parameter (CPS — CPr) was calculated using a 
mass-average of the local loading parameter (CPS - CPT)loal 

corresponding to each chordwise station along the blade: 

(CPS C P r ) t a i — 
* S.cxit " 5,local,suclion side 

'local.suction side 

i^local.suction side 

where ( )" denotes an area-average over the blockage region (as 
defined in Section 2.0). The inlet free-stream conditions (used also 
for Q i„cai) were calculated from the experimental data using an 
area-average upstream of the blade row over a region extending 
approximately 10T outside of the endwall boundary layer. 

A plot of blockage versus loading parameter for all the data 
points taken is shown in Fig. 8. The highest loading points were at 
"near-stall" conditions (flow coefficients approximately 0.03 CJ 
Ulip above the onset of rotating stall). The most evident aspect of 
Fig. 8 is the asymptotic trend similar to that seen in the one-
dimensional description given in Section 3. The primary difference 
between the data and the one-dimensional results is the location of 
the asymptote that occurs at a limiting loading parameter of 
approximately 0.72 in the data rather than at a value of 1.0. The 
difference is due to the averaging used to calculate the local 
loading parameter. Each chordwise section of the clearance jet 
undergoes a different static pressure rise1 and a different amount of 
loss, and the blockage will reach its asymptote when the loading 
parameter of a local streamtube approaches unity. 

4.2 Wind Tunnel Simulation. Marble suggested that the key 
feature of the flows of interest was the growth of blockage due to the 
tip leakage as the clearance vortex negotiated the blade row pressure 
rise. Based on this idea, an experiment was set up to enable the flow 
field to be examined in a way that allowed more control over flow 
conditions than can be achieved in the rotating rig. 

In this experiment, the compressor tip clearance flow was rep
resented by an axial slot jet entering a free stream within an 
adverse pressure gradient, as shown schematically in Fig. 9. The 
slot produces a symmetric vortex pair, similar to the wall-bounded 

Fig. 7 Relative velocity, wlU„M, contours from rotating rig at trailing 
edge + 15 percent chord 

The exit pressure is essentially the same for each streamtube, but the initial 
pressure, the pressure along the blade suction surface, has significant variations along 
the chord. 
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Sketch of 
Overall Configuration 

Fig. 9 Wind tunnel concept 

single vortex with an image vortex set by the boundary conditions 
on the casing wall. The advantage of capturing the vortex/image-
vortex interaction with a vortex pair is that this implementation, 
where the symmetry plane between the two vortices represents the 
casing boundary (Fig. 9), simulates the high total pressure at the 
casing boundary that exists in a compressor rotor due to the 
relative motion of the wall without the experimental complications 
of a moving wall. 

The wind tunnel test section was constructed to produce an 
adverse pressure gradient representative of that found in an axial 
compressor, with simultaneous turning and diffusion, a local min
imum in pressure as the flow accelerates around a bend, and then 
an increase in pressure. A schematic of the tunnel is shown in Fig. 
10. The curved wall in the test section is representative of the 
suction surface of a rotor blade, and it is through this wall that the 
leakage jet was injected. 

Because of the strong adverse pressure gradients along the 
curved wall, which correspond to the blade suction surface, several 
bleeds were located to prevent boundary layer separation. The 
simulation of the tip leakage flow was produced by blowing from 
a | inch slot located in the center of the tunnel as shown in the 
three-dimensional view of the tunnel in Fig. 10. A chamber that 
could be pressurized independently of the main tunnel was used to 
create the clearance jet. Immediately behind the slot inside the 
pressurized chamber was a set of vanes (not shown) that turned the 
flow in a prescribed direction. A series of screens was placed 
upstream of the vanes to condition the flow. Based on data on 
clearance flow angles (Storer and Cumpsty, 1991), two sets of 
turning vanes were used, creating jets which were 41 and 54 deg 
from the local free-stream direction, uniform along the chord. 

The primary diagnostic tool for the wind tunnel tests was a 
seven hole pneumatic probe with 0.10 in. diameter tip. Having 
seven measurements allows for the five steady flow quantities of 
interest, three velocity components, static pressure, and total pres
sure, to be measured even when the flow is separated over part of 
the probe tip. The probe could operate with flow angles up to 80 

Main Flow 
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Knife Edge 
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Knife Edge 

Slot 
Injection 

Interrogation Plane ' Screen 

Fig. 10 Three-dimensional schematic of wind tunnel test section 
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Fig. 11 Comparison between wind tunnel and rotating rig 

deg from the probe axis. A description of the probe is given in 
Rediniotis et al. (1993). The probe measured dynamic head to 
within 1 percent, and both pitch and yaw angles to within 0.7 deg. 
These uncertainties result in uncertainty in the normalized block
age of ±0.14 and uncertainty in the loading parameter of ±0.035, 
both with 95 percent confidence. A full description of the exper
iments can be found in Khalsa (1996). 

The wind tunnel experiment neglects effects such as the varia
tion in leakage angle along the chord, and the presence of an inlet 
casing boundary layer. Estimates of the effects on blockage of 
these flow features, however, indicate that the wind tunnel should 
adequately capture the parametric trends of endwall blockage 
(Khalsa, 1996). 

The experimental results from the wind tunnel and from the 
rotating rig are shown in Fig. 11. The blockage trends from the 
wind tunnel simulation match the trends observed in the rotating 
rig to within 7 percent of the inlet dynamic head when viewed in 
terms of the limiting loading parameter. This not only argues for 
the use of the wind tunnel to explore the parameter space of 
interest, but lends additional support to the use of the parameter 
CPS — CPT as a relevant descriptor of blockage formation. 
Further results from this facility will be presented in Section 6. 

4.3 Navier-Stokes Computations. The three-dimensional 
Navier-Stokes flow solver used was developed by Adamczyk et al. 
(1989). The equations of motion are Reynolds-averaged, and dis-
cretized in cylindrical coordinates. The turbulent viscosity was 
modeled using the Baldwin and Lomax (1978) mixing length 
model, and both second and fourth-order artificial viscosity were 
used in the inviscid regions of the flow field to maintain stability 
(i.e., artificial viscosity was not used in the boundary layer). The 
flow solver is not well-suited for very low Mach numbers, so 
solutions were obtained with an inlet Mach number of 0.3, ap
proximately double the experimental Mach number. Numerical 
results for two different grid densities and for levels of turbulent 
viscosity that differed by a factor of 10 were compared to exper
imental data by Khalid (1995). The grid density and turbulent 
viscosity that produced the best agreement with the experimental 
data were used for the studies presented in this paper. 

The clearance gap was not gridded in these solutions. The model 
suggested by Kirtley et al. (1990) was used, in which the region 
from blade tip to casing is specified as periodic from pressure side 
to suction side of the passage. Khalid (1995) explicitly examined 
this modeling assumption and concluded that the clearance-related 
blockage was adequately captured. He also compared the dis
charge coefficient from the numerical solutions to experiment and 
determined that the physical clearance is approximately equal to 
the specified computational clearance. 

Three blade rows were examined, a cantilevered stator, a low-
speed rotor, and a transonic fan. The stator blades were cantile
vered from the casing and had a rotating hub, as described in the 
experimental study of Johnson and Greitzer (1987). Simulations 
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Table 2 Geometric parameters for low-speed computations Free Stream 
Blade x/c c/s h/c Stagger Camber Inlet (S'/r 

LSS 1.75 1.2 1.9 45 o 30° 2.8 

« 3.5 1.2 1.9 45 o 30° 1.4 

LSR 1.4 1.1 1.2 56 ° 31° 2.6 

" 3.0 1.1 1.2 56 » 31° 1.3 

« 3.0 1.6 1.2 56° 31° 1.3 

" 3.0 1.1 1.2 56" 31° 3.5 

" 3.0 1.1 1.2 56° 31° 0.0 

Jet-Free 
Stream Interface 

were carried out for two tip clearances, 1.75 and 3.5 percent of 
chord. Loading was specified by an inlet flow angle distribution, 
with the baseline case using experimental near-stall data. This flow 
angle was increased uniformly over the span to obtain solutions at 
a number of mass flows, three for the small clearance case, and five 
for the large clearance geometry. 

The geometry of the low-speed rotor was the General Electric E3 

Rotor B, described in detail by Wisler (1977). Solutions were 
computed for two clearance heights, 1.4 and 3.0 percent of chord. 
Loading was varied by specifying the hub static pressure at the exit 
of the computational domain. Inlet data from experiments were 
used for the datum solutions. In addition, solutions were also 
obtained for 50 percent increased solidity. Solutions were com
puted for a thickened inlet boundary layer (axial displacement 
thickness three times the datum) and no inlet boundary layer (axial 
velocity profile uniform to the endwall). 

The geometry for the transonic fan was NASA Lewis Rotor 67 
whose performance is reported by Strazisar et al. (1989). Solutions 
were computed for two clearance heights, 1.25 and 2.0 percent of 
chord. Loading and inlet conditions were obtained in a manner 
similar to that of the low-speed rotor computations. Only low-
speed results are used in the remainder of this paper. Khalid (1995) 
showed that the trends of endwall blockage with loading and 
geometry for the transonic fan computations were similar to those 
of the low-speed computations. 

A summary of the low-speed compressor geometries for which 
speedlines were generated is given in Table 2 where the stator is 
referred to as LSS and the rotor as LSR. 

In Fig. 12, the rotor computations are compared to the rotating 
rig tests. At low loadings, the experimental blockage trends and 
computed results agree within the experimental error. More im
portantly, the limiting values of loading parameter between the two 
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Fig. 12 Comparison between CFD and experiment 

Fig. 13 Radial view illustrating two-dimensional wake segments along 
the chord 

data sets are very close, differing by only 3 percent of the inlet 
dynamic head. The agreement of limiting loading parameter with 
experimental data suggests that the CFD solutions can be a useful 
tool to explore the parameter space of the endwall blockage 
problem and to examine the conditions at which the rapid rise in 
blockage occurs. 

4.4 Summary of Experimental Data and Numerical Simu
lations. The experimental data and numerical simulations exam
ined above cover a range of geometric parameters and flow con
ditions of practical interest. Over this range, there is a clear and 
consistent parametric trend of blockage variation with the loading 
parameter CPS - CPT, seen in the compressor and wind tunnel 
experiments as well as the computations. This implies not only that 
the computations can be used to assess these trends, but that the 
overall ideas are not dependent on specific geometries and the 
basic physical idea is sound. From this basis, we can construct a 
simplified model to show the key design parameters that affect 
blockage, to give insight into the factors that determine its mag
nitude in a given flow condition, and to provide guidance for 
developing approaches to reduce or control blockage. 

5.0 Simplified Endwall Blockage Calculation Procedure 
If, as is argued here, the endwall blockage at the exit of a 

compressor row can be viewed as similar to the growth of a 
velocity defect in an adverse pressure gradient, computation of this 
growth requires estimates of: (1) the initial velocity defect depth 
and extent, (2) the pressure gradient, and (3) the rate of mixing 
between defect and freestream (a feature not included in the 
one-dimensional analysis of Section 3). The complexity of the 
compressor endwall flow field offers many possible approxima
tions for these flow processes, and the approach developed here is 
only one possible implementation. As will be shown, however, the 
procedure captures the experimentally observed parametric trends. 

We make two assumptions to relate the actual process to the 
basic velocity defect description. First, the blockage at the passage 
exit is taken to be the summation of the blockage due to elemental 
regions of velocity defect that are created along the blade chord; in 
other words, each chordwise section of the leakage jet is assumed 
independent of the other sections. Second, the mixing and pressure 
rise are treated as if they occur sequentially. The framework for 
describing the endwall flow field is detailed below and shown 
schematically in Fig. 13: 
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Fig. 14 Jet-free-stream interaction control volume 

1 Fluid passes over the blade tip at a known leakage angle and 
total pressure for each section of the leakage jet. The leakage angle 
and total pressure can be taken directly from the computations or from 
a model such as that of Storer and Cumpsty (1991). At each chord-
wise location a single value, based on the mass average, is used. 

2 Each chordwise segment of the leakage jet is taken to travel 
in a straight line, set by the leakage angle, until reaching either the 
jet/free-stream interaction region or the passage exit. Shear layer 
mixing occurs at the interface between the jet and the free stream. 

3 A control volume analysis is used to describe the interaction 
of the jet and the free stream, as shown in Fig. 14. The free-stream 
velocity vector is assumed to follow the stagger angle of the blade. 
Conservation of mass and conservation of momentum in a direc
tion parallel to and normal to the resultant vortex direction yield 
three equations for the angle of the vortex direction, the width, and 
the depth of the velocity defect (Martinez-Sanchez and Gauthier, 
1990). The diminution in total pressure thus calculated provides 
the initial conditions for the velocity defect to pass through the 
adverse pressure gradient. 

4 The defect growth downstream from the interaction is com
puted using a two-dimensional integral wake analysis (Hill et al , 
1963). In the present application, the defect is assumed to grow in 
the radial direction\pnly. 

Estimates of the errors introduced by the various assumptions 
associated with this description are outlined in the appendix. 
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Fig. 15 Normalized blockage versus loading parameter from CFD solu
tions and from blockage model: D CFD results, • model 

Computed values of blockage using the procedure described 
above are compared in Fig. 15 to the CFD solutions described in 
Table 2. The average difference between the blockages computed 
using the model and those obtained directly from the Navier-
Stokes solutions is 33 percent, with a maximum difference of 46 
percent for the high-loading, low-speed stator case. However, the 
predictions of absolute values of blockage differ in a systematic 
manner from the computations so that the parametric trends of 
endwall blockage for the range of clearances, boundary layer 
conditions and loadings investigated are, in fact, accurately pre
dicted. This is shown in Fig. 16, which shows the blockage 
normalized by the blockage at (CPS — CPT) of 0.65. The calcu
lation procedure captures the blockage versus loading trend for the 
low-speed rotor cases with an average error of 5.5 percent, and 
those for the low-speed stator with an average error of 12 percent. 

6.0 Parametric Trends of Endwall Blockage 
Results from the numerical and experimental studies previously 

described were used together with the blockage model to provide 
quantitative information about the impact of design parameters and 
flow conditions on endwall blockage. The cases examined include 
inlet boundary layer thicknesses between zero and 3.5 clearance 
heights, blade stagger angles between 35 and 65 deg, clearances 
between 1.4 and 3.5 percent of chord, solidities of 1.1 and 1.6, and 
jet total pressure coefficients equal to the free stream and to 60 
percent greater than the free stream. As stated, while the model 
provides a rapid estimation of blockage, and thus could be used, 
for example, in design trade studies, its primary role is seen as 
providing insight into the relevant physical effects that set com
pressor endwall blockage. 

6.1 Inlet Boundary Layer. To examine the effect of inlet 
boundary layers on endwall blockage, computations were carried 
out for three different inlet boundary layer thicknesses. Cumpsty 
(1989) indicated that typical values of inlet boundary layer dis
placement thicknesses in axial compressors range from approxi
mately one to three clearance heights, and the cases studied, 8* = 
0 (no inlet boundary layer), 8* = 1.3 clearance heights (considered 
the datum case), and 8* = 3.5 clearance heights, bound this range. 

The trends provided by the blockage model are shown in Fig. 
17, which gives the ratio of blockages between the thick and thin 
inlet boundary layer cases for the CFD and the model calculations. 
Agreement is within 7 percent. For the same value of the loading 
parameter, the normalized blockage increased from approximately 
0.8 of the datum value to 1.2 of the datum value as the inlet 
displacement thickness changed from 0 to 3.5 clearance heights. 
The physical reason for the increase is that the inlet boundary layer 
affects the clearance jet total pressure, and hence the depth of the 
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initial velocity defect, resulting in a lower limiting static pressure 
rise for a thicker inlet boundary layer. The stalling static pressure 
rise coefficient was 4 percent higher for no inlet boundary layer 
compared to the thick inlet boundary layer. 

6.2 Clearance Height. The effects of clearance size on end-
wall blockage were given in Fig. 12, where results from the 
rotating rig and the rotor computations were presented. The block
age values in this figure are shown normalized by the clearance 
area (re). Comparing the experimental data for the large clearance 
to that for the small clearance, and the computations for the large 
and small clearance, shows less than 20 percent difference in 
normalized blockage across the entire speedline. The data indicate, 
therefore, that endwall blockage is approximately proportional to 
clearance height; thus doubling the clearance size will approxi
mately double the exit plane blockage. The results from the block
age model shown in Fig. 15 are in accord with this conclusion, a 
5 percent increase in normalized blockage for a twofold increase in 
clearance height. Note, however, that for tight clearances, say 
below 1 percent of chord, Khalid (1995) and Storer and Cumpsty 
(1991) show that endwall performance is increasingly affected by 
three-dimensional separation in the endwall-suction side corner 
and the mechanism for increased blockage with loading will be 
quite different. 
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Fig. 19 Predicted changes in blockage with changes in solidity for 
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6.3 Stagger Angle. The effect of stagger angle variation on 
blockage is presented in Fig. 18. The figure shows the percent 
change in blockage (A6ino,„iM, is the blockage at the initial stagger 
angle) versus changes in stagger angle for an initial stagger angle 
of 45 deg. For the cases shown, the nondimensional solidity is 1.1 
and the clearance area, TC, is held constant as stagger changes. The 
model shows that, as stagger is increased, both the clearance mass 
flux and the clearance leakage angle decrease. The result of these 
two effects is a reduction in the exit plane blockage as stagger 
angle is increased. 

6.4 Solidity. Modeled changes in blockage with increasing 
solidity are shown in Fig. 19 for stagger angles ranging from 35 to 
65 deg. The cases shown are for a nondimensional pressure AP/Q 
of 0.5 and an initial solidity of 1.1. For a 50 percent increase in 
solidity, blockage is reduced by 5 to 30 percent for stagger angles 
ranging from 35 to 65 deg, respectively. 

This is because increasing the solidity decreases the blade 
loading for the same overall passage pressure rise, reducing the 
leakage jet angle and the clearance mass flux. The result is a 
leakage jet with an effectively higher initial total pressure and 
hence a reduced normalized blockage. For cases in which the tip 
leakage vortex trajectory intersects the next blade pressure surface, 
an increase in solidity results in an increase in double leakage 
(described in the appendix), increasing clearance jet loss, and 
partially offseting the blockage reduction caused by the decreased 
blade loading. 
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Fig. 20 Leakage velocity versus chord for low-speed stator, low-speed 
rotor, and Deverson rig tests 
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6.5 Blade Loading Profile. The effect of blade loading pro
files can be seen by comparing the blockage trends of the low-
speed rotor, the low-speed stator, and the Deverson rotor. The 
different pressure distributions for these three cases caused differ
ent distributions of leakage velocity (computed using the proce
dure developed by Storer and Cumpsty, 1991) along the chord as 
shown in Fig. 20, but the blockage trends for all three are similar. 
The implication is that the details of the loading profile are not a 
major factor in determining endwall blockage trends. Storer and 
Cumpsty have also argued this point, based on analysis of circular 
and parabolic arc camber line cascades. Unless one considers blade 
designs that reduce the chord-averaged blade loading near the tip 
for the same passage pressure rise, it is expected that blade loading 
profile will not be a large factor in determining endwall blockage. 
To produce a 50 percent reduction in exit plane endwall blockage, 
the required reductions in the loading parameter near the tip were 
estimated to be 74 percent. This suggests that using three-
dimensional blade designs to reduce blade tip loading and hence 
endwall blockage may be difficult. 

6.6 Increased Clearance Jet Total Pressure. A technique 
often used for controlling endwall flow is casing treatment. It has 
been shown that one of the features of casing treatment is an 
increased total pressure in the leakage jet. The effect of this high 
total pressure fluid on endwall blockage was quantified using the 
wind tunnel and the blockage prediction method. In the wind 
tunnel two levels of increased jet total pressure (CPTticl = 0.6 and 
0.3) were tested over two different chordwise extents (25 and 50 
percent of chord). The total pressure coefficient profiles, which 
were based on Navier-Stokes modeling of a blade row with casing 
treatment (see Khalsa, 1996), were created in the wind tunnel 
described in Section 4.2 using different solidity screens placed 
behind the jet injector. 

Figure 21 shows the measured changes in blockage for various 
loading conditions and levels of clearance jet total pressure. For a 
given location, the higher the total pressure, the larger the reduc
tion in blockage. At a given jet total pressure level, a heightened 
clearance jet total pressure over the first 50 percent of the chord 
yielded only a 10 to 15 percent improvement compared to high 
total pressure over the upstream 25 percent of the chord. Near stall, 
increased jet total pressure reduced blockage approximately 20 
percent less than for the low loading cases. 

The blockage reduction due to increasing the jet total pressure 
was also estimated using the simplifed blockage model. Cases 
were calculated with increased clearance jet total pressure coeffi
cient over the front 50 percent of the clearance jet. The blockage 
reduction calculated is shown in Fig. 22, which shows that a 60 
percent increase in jet total pressure would result in a 45 percent 
reduction in blockage. This result is in good agreement to the 
experiments, which indicate a 49 percent reduction in blockage for 
the same level of blowing at near-stall conditions. 
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Fig. 21 Measured reduction in blockage due to high total pressure Jet. 
Data obtained from wind tunnel measurements. 

Fig. 22 Modeled reduction in blockage when jet total pressure is in
creased over the front 50 percent of the chord 

7.0 Summary and Conclusions 

1 A new methodology for quantifying compressor endwall 
blockage has been developed. The approach, which can be re
garded as adapting the concept of displacement thickness to the 
three-dimensional flows found in compressors, provides a clear 
metric for evaluating the effect of endwall flow on pressure rise 
capability. 

2 Computations and experiments have been examined in light 
of this blockage definition. The results suggest a parameter set, 
which collapses the experimental and numerical data for endwall 
blockage onto a single trend line for all situations assessed. 

3 A simplified analysis has been developed that enables esti
mation of endwall blockage with good accuracy (trends captured 
to better than 10 percent). An additional, and potentially more 
important application of this tool is that it can provide physical 
insight into the interacting fluid dynamic processes involved in 
clearance related blockage generation. 

4 The simplified analysis is based on a view of the blockage as 
due to the growth of the region of low total pressure fluid associ
ated with the tip leakage, with the behavior roughly similar to that 
of a wake in a pressure rise. The initial conditions for the wake are 
set by the total pressure loss incurred by the mixing of the leakage 
flow (which exits the suction side of the blade clearance at an angle 
to the free stream) with the free stream. 

5 A wind tunnel simulation for the tip leakage flow has been 
developed. The results from the tunnel experiments, which agree 
with rotating rig measurements of blockage to better than 10 
percent, provide information on the variation in blockage with 
leakage flow angles and clearance total pressure, the latter being a 
key feature of casing treatment operation. 
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A P P E N D I X 

Assessment of Primary Assumptions Used in Blockage 
Estimation Procedure 

The assumption that causes the largest error in the simplified 
blockage calculation method is that the static pressure change from 
the jet-free-stream interface to the passage exit can be approxi
mated by the static pressure change from the blade surface to the 
passage exit. This assumption was determined to cause up to a 38 
percent underprediction of blockage. 

A second assumption is that the leakage jet experiences no 
pressure change between the blade suction surface and the jet-
free-stream interaction region. This assumption was tested by 
examining representative streamlines in the CFD solutions. The 
results suggest that this assumption is responsible for less than 10 
percent undercalculation of exit-plane blockage. 

An assumption not examined is whether the mixing of the defect 
between the jet-free-stream interface and the passage exit occurs 
in a manner similar to a two-dimensional wake. The validity of this 
assumption perhaps can be inferred by the agreement between the 
model and data. 

To predict the clearance jet leakage angle accurately, the total 
pressure of the fluid exiting the clearance gap must be known. 
Storer and Cumpsty (1991) assumed that the total pressure of the 
leakage jet is equal to the free-stream total pressure, which was not 
valid for some of the cases examined for this paper. Figure A.l 
shows a tangential view of the total pressure field in the clearance 
of the low-speed rotor. The total pressure coefficient over the rear 
60 percent of chord was below -0.4. The cause of this reduction 
in clearance jet total pressure can be seen in plots of total pressure 
coefficient in an axial-tangential plane at the blade tip radius, 
shown in Fig. A.2. The leakage flow is transported across the 
passage to the pressure side of the adjacent blade. This results in 
a reduction in the total pressure of the fluid at the entrance to the 
adjacent clearance gap between 40 percent chord and the blade 
trailing edge. 

When fluid from the leakage jet passes under a second blade in 
this manner, the total pressure of the clearance jet is reduced, 

90% span 
Leading 

Edge Axial 
Trailing 
Edge 

Fig. A.1 Total pressure coefficient at clearance gap exit, T/C = 3 percent, 
near stall 

lowering the leakage angle. If this reduction in leakage angle is not 
taken account of in the blockage calculation procedure, the calcu
lated blockage can be as much as 30 percent too high. The 
calculations presented here used the CFD results to supply the 
leakage jet total pressure, primarily to avoid this source of error. 

A second error that double leakage introduces into these calcu
lations is associated with the assumption that all fluid leaking over 
the blade tip contributes to that passage's exit plane blockage. 
However, fluid that passes into any adjacent passage cannot con
tribute to exit plane blockage of the passage in which it originated. 
The CFD calculations indicate an upper bound for this error is 
approximately 20 percent overprediction of blockage using the 
simplified calculation procedure. 

A balance between the errors due to neglecting double leakage 
(causing the calculated blockage to be too high) and due to the 
pressure gradient assumptions (causing the calculated blockage to 
be too low) provides a likely explanation for the more accurate 
calculation of blockage at increased solidity than at nominal so
lidity. For similar passage loading, the increased solidity geome
tries have more double leakage than the one with nominal solidity 
and hence a larger overprediction error due to neglecting the 
double leakage. 

Fig. A.2 Total pressure coefficient at blade tip radius, near stall 

Journal of Turbomachinery JULY 1999, Vol. 121 / 509 

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Z. S. Spakovszky 

H. J. Weigl 

J. D. Pacluano 

Gas Turbine Laboratory, 
Department of Aeronautics and Astronautics, 

Massachusetts Institute of Technology, 
Cambridge, MA 02139 

C. M. van Schalkwyk 
Scientific Systems Co., Inc., 

Woburn, MA 01801 

K. L. Suder 

M. M. Bright 

NASA Lewis Research Center, 
Cleveland, OH 44135 

Rotating Stall Control in a 
High-Speed Stage With Inlet 
Distortion: Part I—Radial 
Distortion 
This paper presents the first attempt to stabilize rotating stall in a single-stage transonic 
axial flow compressor with inlet distortion using active feedback control. The experiments 
were conducted at the NASA Lewis Research Center on a single-stage transonic core 
compressor inlet stage. An annular array of 12 jet-injectors located upstream of the rotor 
tip was used for forced response testing and to extend the compressor stable operating 
range. Results for radial distortion are reported in this paper. First, the effects of radial 
distortion on the compressor performance and the dynamic behavior were investigated. 
Control laws were designed using empirical transfer function estimates determined from 
forced response results. The transfer functions indicated that the compressor dynamics 
are decoupled with radial inlet distortion, as they are for the case of undistorted inlet flow. 
Single-input-single-output (SISO) control strategies were therefore used for the radial 
distortion controller designs. Steady axisymmetric injection of 4 percent of the compressor 
mass flow resulted in a reduction in stalling mass flow of 9.7 percent relative to the case 
with inlet distortion and no injection. Use of a robust H„ controller with unsteady 
nonaxisymmetric injection achieved a further reduction in stalling mass flow, of 7.5 
percent, resulting in a total reduction of 17.2 percent. 

1 Introduction 
The classic model of Moore and Greitzer (1986) describes the 

rotating stall dynamics for an incompressible, undistorted flow 
field. This model predicts that waves of sinusoidal shape (harmon
ics) travel around the annulus at rotation rate (o„ and grow or decay 
in time with growth rate a„. For example, the two-dimensional 
pressure perturbation field solution can be written as 

8p(x, 0, t) = ^ Pn(x, t)ejl 

with 

p„(x, t) = a„{x)e (a„-jnui„)l 

(1) 

(2) 

where x is the axial and 6 the circumferential direction respec
tively, and t is the time. p„(x, t) measured at some axial station x 
is defined as the nth spatial Fourier coefficient of the measured 
pressure perturbation (Paduano et al., 1993). Hence, the overall 
compressor stability is defined by the growth rate of the least stable 
mode. Furthermore, it is assumed that the axial velocity perturba
tion at a given d is uniform through the whole compressor. For this 
incompressible flow field the nth mode contains only the nth 
harmonic so that the harmonics are all decoupled. 

Generally, for distorted inlet flow, the major change in the 
compressor prestall behavior is that the distortion introduces 
nonlinearities that couple the compressor dynamics. The mode 
shapes are no longer purely sinusoidal but have contributions of 
all the harmonics. In other words, there is coupling between the 
harmonics due to inlet distortion. Spakovszky et al. (1999) 
discuss this in more detail. However, when the distortion is 
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Institute February 1998. Paper No. 98-GT-264. Associate Technical Editor: R. E. 
Kielb. 

circumferentially uniform (e.g., radial distortion) the harmonics 
can still be decoupled. 

If the compressor flow field is compressible, as is the case for 
the NASA Stage 35 compressor, acoustic modes with an axial 
structure are introduced. Modeling these compressible effects for 
an undistorted flow field was first done by Bonnaure (1991), 
extended by Hendricks et al. (1993), and Feulner et al. (1994) who 
included actuation and converted the model to input-output form 
compatible with control theory. Since there is no control theoret
ical, compressible model with inlet distortion in existence, an 
understanding of the effect of inlet distortion on the compressor 
dynamics and constraints on control laws is one of the major issues 
of this paper. 

The very first effort using steady blowing and bleeding devices 
to determine whether tip boundary layer control was an effective 
means of increasing the unstalled weight flow range of a transonic 
single-stage compressor with and without inlet flow distortion was 
conducted by Koch (1970). Prior to the study described in this 
paper, active stabilization of rotating stall in axial flow compres
sors has been demonstrated primarily under undistorted inlet flow 
conditions. The use of an annular array of injectors to extend the 
stable operating range of the same transonic compressor stage 
under undistorted inlet flow conditions was reported by Weigl et 
al. (1998) (also see Weigl, 1997). Each injector was coupled to a 
high-speed valve. The development and testing of the valve-
injector system was described by Berndt et al. (1995). The present 
work extends the use of steady and controlled injection for tran
sonic compressor stability enhancement to cases which feature 
distorted inlet flows. 

Stall inception and control studies done by Camp and Day 
(1998) and Day and Freeman (1993) indicate that instability of a 
long length scale eigenmode is not the cause of rotating stall in 
some low- and high-speed compressors; in some cases short length 
scale rotating disturbances called spikes can be the source of 
instability. Depending on the stall inception pattern exhibited by 
the compressor, different control strategies were applied. The 
introduction of radial distortion to the compressor described in this 
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Fig. 1 NASA Stage 35 actuation and instrumentation schematic with inlet distortion 

paper shows the interplay of spikes and long length scale stall 
precursors. The effects of steady and controlled air injection on the 
compressor prestall behavior will also be discussed. 

used for system identification and control law testing. The outputs 
of the control computer are 12 independently commanded mass 
flow injection rates. 

2 Experimental Setup 
All experiments described in this paper were conducted at the 

NASA Lewis Research Center in the Single-Stage Axial Compres
sor Test Facility. The NASA Stage 35 test compressor, originally 
designed as an inlet stage of an eight-stage 20:1 pressure ratio core 
compressor (Reid and Moore, 1978a), has a total pressure ratio of 
1.82, a mass flow of 20.2 kg/s, a rotor tip speed of 455 m/s, and a 
rotation frequency of 286 Hz at design conditions. Rotor 35 
consists of 36 blades with an aspect ratio of 1.19, a hub-to-tip 
radius ratio of 0.7, and a blade tip diameter of approximately 50 
cm. The mean-line rotor chord length is 56 mm. The stator has 46 
blades with an aspect ratio of 1.26 and a chord length of 40 mm. 
Detailed performance descriptions are given by Reid and Moore 
(1978b). 

Atmospheric air is drawn into the test facility through an orifice 
plate and a plenum chamber upstream of the test section. Down
stream of the compressor, the flow is regulated with a sleeve-type 
throttle valve. The compressor mass flow is controlled by adjusting 
the exit area of the throttle valve. 

The 12 circumferentially equally spaced jet actuators are placed 
63 mm (1.1 rotor chord lengths) upstream of the rotor face 
mounted on the outer casing. They were designed by Berndt et al. 
(1995) and developed by Moog Inc. and MIT. The actuators are 
capable of delivering 5.8 percent of the design compressor mass 
flow when supplied with 100 psi air and have a bandwidth of 400 
Hz. Since rotor 35 is tip critical and an extensive study of two 
different types of injectors (a three-hole injector and a "sheet" 
injector shown in Fig. 1) conducted by Weigl et al. (1998) showed 
that the maximal reduction in stalling mass flow was obtained by 
the sheet injector, all experiments were done with this kind of 
injector. The sheet injectors affect the outer 7 percent of the rotor 
inlet span. A detailed description and the actuator design require
ments are given in Berndt (1995). 

The control computer used for the experiments is a 90 MHz 
Pentium PC with 64 input and 16 analogue output channels. The 
sample rate used for all experiments is 3 kHz, while data are 
acquired in a circular buffer of up to 45 seconds in length (limited 
only by available RAM). The inputs to the control computer are 
high-response pressure transducer measurements (Kulite sensors), 
position sense signals from the actuator motors, and steady-state 
compressor performance measurements (static pressures at various 
hub and casing locations, mass flow, pressure rise, and throttle 
position). The unsteady high-response sensors are circumferen
tially distributed (8-12 wall static pressure probes) at several axial 
locations. Unsteady pressure measurements immediately upstream 
of the rotor had the highest signal-to-noise ratio and were therefore 

3 Radial Inlet Distortion 
The first set of experiments was conducted using a radial dis

tortion screen, which consisted of a fine mesh covering about 38 
percent of the blade span in the tip region and which was mounted 
on a carrier at approximately 2.2 mean radii upstream of the rotor. 
The inlet flow with radial distortion is still circumferentially uni
form but has a total pressure loss in the tip region as shown in Fig. 
2. Plotted are the radial distributions (measured about 1.1 mean 
radii downstream of the distortion screen) of the flow coefficient 4> 
— vj(mem wheel speed), and the total pressure drop Ap, = p, — 
p, normalized by the mean dynamic head for the case with undis
torted inlet flow and the case with radial distortion. The undistorted 
inlet flow case refers to measurements with the coarse-mesh carrier 
screen in the flow path, which interacts with the casing boundary 
layer and explains the considerable drop in flow coefficient and 
total pressure in the casing region. Due to the total pressure loss 
introduced by the screen, the axial velocity is reduced in the tip 
region resulting in a higher incidence, and therefore a higher 
loading, of the blades at the tip. The effect of this on the stall 
inception pattern will be discussed in Section 5. 

3.1 Steady-State Experiments. Twelve sheet injectors were 
mounted at a yaw angle of —15 deg (yawed 15 deg from the axial 
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direction so as to inject flow against the direction of rotor rotation), 
which was found by Weigl et al. (1998) to give the best reduction 
in stalling mass flow and the highest pressure rise with 50 percent 
steady-state blowing and no inlet distortion. Throughout this pa
per, "50 percent blowing" refers to a 100 psi supply pressure with 
a 50 percent valve opening. This corresponds to an injector exit 
total pressure of 16.7 psi and an exit total temperature of 30.9°C 
yielding a corrected injector mass flow of 0.652 kg/s. This repre
sents about 4 percent of the radial distortion, no blowing stalling 
mass flow of 16.3 kg/s. All experiments were conducted at 85 
percent corrected design speed because shaft whirl occurred at 
speeds above 85 percent, introducing a source of forcing not 
related to the aerodynamics of the compressor. All speed lines are 
constructed from the measured total inlet pressure upstream of the 
actuators, the exit static pressure (average of hub and casing wall 
static pressures downstream of the stage), and the total corrected 
mass flow through the compressor. The total corrected mass flow 
is the sum of the inlet flow rate (measured by an orifice far 
upstream of the compressor and corrected by the total pressure and 
temperature at the same location) and the injector flow rate (de
termined by a separate venturi meter and corrected by the total 
pressure and temperature in the injector). 

First, the nominal speed line at 85 percent corrected design 
speed (no distortion and no blowing) was measured. The radial 
distortion screen was then mounted on the carrier and the speed 
lines were measured without injection and with 50 percent steady-
state blowing. Steady blowing at a valve opening of 50 percent is 
of interest because actively controlled blowing is commanded 
about a mean valve position of 50 percent open. Steady blowing at 
50 percent open therefore forms the baseline condition from which 
the impact of active blowing is assessed. Figure 3 shows the 
total-to-static speed lines for the mentioned cases. The slopes of 
the total-to-static pressure ratios are crucial for the determination 
of compressor stability.1 The peak pressure ratio drops and the 
compressor stalls at higher mass flows when radial distortion is 
introduced to the compressor. However, steady-state injection can 
recover this lost performance and even produces a significant 
reduction in stalling mass flow of 9.7 percent relative to the case 
with inlet distortion and no injection. 

3.2 General Input-Output Compressor Dynamics With 
Inlet Distortion. All compressor input and output quantities will 
be defined in terms of spatial Fourier coefficients or SFCs (Padu-
ano et al., 1993) denoted by overhead tilde (e.g., y~„ is the nth 

spatial Fourier coefficient of signal v). If the output vector y is 
defined as the SFCs of the pressure perturbations and the input 
vector u contains the corresponding SFCs of the injection signal, 
the transfer function matrix of the compressor can be written, for 
example for the first three harmonics as follows: 

or, in short form 

G00O) G01CO G02O) 
G10O) Guts) Gi2(s) 
G20(s) G2l(s) G22(s) 

y(s) = G(sMs). 

a0(s) 

a2(s) 
. O) 

(4) 

' For high-speed machines the slope of the total-to-static pressure ratio is analogous 
to the total-to-static pressure rise coefficient, which is a relevant parameter for rotating 
stall in low-speed compressors. 

Note that y,(s) and ttj(s) are complex spatial Fourier coefficients 
(phasors). 

For undistorted and circumferentially uniform inlet flow the 
off-diagonal elements of G(^) are zero (G„(i) = 0 for all i + j) 
because the harmonics are decoupled as discussed in Section 1. 
Therefore, the compressor dynamics for uniform inlet flow can be 
treated on a harmonic by harmonic basis, and single-input-single-
output (SISO) control laws can be designed independently for each 
harmonic. This was done by Weigl et al. (1998) for the compressor 
being studied. In this paper we show that, with radial inlet distor
tion, the shape of the transfer functions and the trend of decoupled 
prestall behavior are similar to the results reported by Weigl et al. 
(1998). 

If circumferentially nonuniform inlet distortion is present, the 
harmonics are no longer decoupled and the off-diagonal elements 
of G(s) are nonzero (GlV(s) i= 0 for all i # j). The strength of the 
coupling between the harmonics can be determined by the mag
nitudes of these transfer functions. The consequence of this cou
pling is that the harmonics can not be treated independently as 
SISO systems. The control problem becomes multi-input-multi-
output (MIMO) and increases the complexity of system identifi
cation and control law design. Part II (Spakovszky et al., 1999) 
discusses these issues in more detail. 

3.3 Open-Loop Compressor Dynamics. An important is
sue and the basis for empirical control law design is a full under
standing of the compression system dynamics. Forced response 
experiments have been conducted to measure compression system 
transfer functions. 

Measurements of the zeroth, first, and second harmonic transfer 
functions revealed that the off-diagonal elements G„(;'&)) for i + 
j have low magnitudes and that the diagonal elements G,j(ja>) for 
i = j exhibit roughly the same shape and trends as obtained by 
Weigl et al. (1998) for undistorted inlet flow. This indicates that, 
with circumferentially uniform radial inlet distortion, the harmon
ics are decoupled. Figures 4 and 5 show the measured transfer 
function of the first harmonic GuO'w) for two different mass 
flows. Multiple compressible modes are visible in the zeroth, first, 
and second harmonic transfer functions. The compressible modes 
are denoted by [n, m], where n is inferred from the circumferential 
harmonic that is largest in mode, and m indicates the postulated 
axial mode number. Mode [1, 0] is traveling around the annulus at 
approximately 40 percent of rotor speed and can be associated with 
the classical incompressible Moore-Greitzer mode. Mode [1, 1], 
the first compressible mode, is also visible and travels approxi
mately at the rotor frequency. In Figs. 4 and 5 we see that the 
magnitude of mode [1,0] increased significantly when the mass 
flow was reduced. This indicates that the damping of the mode 
decreased with the decrease in mass flow. 

Open-loop stall ramps have also been measured. The jet-
injectors were operated at a 50 percent steady blowing level while 
the throttle was closed slowly until the compressor stalled. Pre-
and post-stall pressure measurements were taken with eight Ku-
lites located between the jet-injectors and the rotor face. The Kulite 
pressure signals were decomposed into the first three Fourier 
harmonics. For each harmonic, the evolution of the power spec
trum was then computed. Analysis showed that the first harmonic 

512 / Vol. 121, JULY 1999 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-1.5 -1 -0.5 0 0.5 1 1.5 

Frequency, Normalized by Rotor Frequency 

Fig. 4 Measured (solid) and identified (dashed) first harmonic transfer 
function Gufjco) at a corrected mass flow of 15.9 kg/s 
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Fig. 6 Spectrogram of the first harmonic pressure perturbations during 
a stall ramp with 50 percent steady injection 

is dominant in the prestall dynamics so we will concentrate on it. 
Figure 6 shows the evolution of the power density spectrum for the 
first spatial Fourier harmonic during a stall experiment. The time 
axis is in rotor revolutions and the frequency axis is normalized by 
rotor frequency. There are two modes visible in the power density 
spectrum which correspond to mode [1,0] and mode [1,1] in Figs. 
4 and 5. It is mode [1,0] that loses stability as is clear from Fig. 
6. Because mode [1,0] consists only of the first spatial harmonic, 
we consider the design of first harmonic controllers to stabilize the 
compressor. 

The empirical design of control laws requires an identified 
model of the compression system dynamics. FORSE (Frequency 
Observable Range Subspace Estimation), a state-space system 
identification program developed at the Space Engineering Re
search Center at MIT (Jacques, 1994), was used to identify a 
model from the measured transfer functions. The system order was 
fixed at 14 to reduce the complexity of the compressor model (for 
details see Spakovszky, 1998). The identified transfer functions are 
plotted as dashed lines in Figs. 4 and 5. 

-1.5 -1 -0.5 0 

Frequency, Normalized by Rotor Frequency 

Fig. 5 Measured (solid) and identified (dashed) first harmonic transfer 
function Gu(jio) at a corrected mass flow of 15.6 kg/s. Note the change in 
gain of mode [1, 0] relative to Fig. 4. 

4 Control Law Design and Closed-Loop Experiments 

This section discusses active control law design and testing. The 
inputs to the feedback controller are the computed SFCs y,(s) 
(output of the compressor transfer function in Eq. (3)) of the 
measured pressure perturbations. The controller outputs are the 
actuator commands, which are translated over additional actuator 
dynamics of the jet-injectors to the injection signals Uj(s). These 
are the inputs to the compressor transfer functions (see Eq. (3)). 

Two strategies have been employed to design control laws for 
active stall control. The first control experiments were conducted 
with a constant gain controller. This control law measures the first 
spatial harmonic of the pressure perturbations upstream of the 
rotor, multiplies it by a constant complex gain, and feeds it back to 
the actuator. The gain and phase of the complex gain was found 
through on-line tuning experiments. 

However, as expected from previous results of constant gain 
experiments conducted by Weigl et al. (1998), none of the constant 
gain controllers reduced the stalling mass flow. The lack of im
provement can be explained as follows. At the operating point (85 
percent corrected rotor speed) the compressor dynamics are com
pressible. As shown in Figs. 4 and 5 there are several lightly 
damped compressible modes. Suppose we apply a first harmonic 
constant gain controller and tune it so that it stabilizes the [1, 0] 
mode. Then the other lightly damped modes (like modes [1,1] and 
[1,2]) may be destabilized because the constant gain controller has 
a frequency independent phase shift. In situations like these con
stant gain is not effective and a frequency-dependent control law 
must be used. 

A sophisticated model-based dynamic controller, the Hx robust 
control law, was designed using systematic procedures, which 
have yielded more effective controllers. This approach is described 
next. 

4.1 Robust Controller With Eigenvalue Perturbations. 
Using the identified model shown in Fig. 5 a robust, linear, 
dynamic H„ controller was designed to stabilize the [ 1, m] modes. 
The basic concept of the control design strategy is a mixed sensi
tivity Hx problem modified with eigenvalue perturbations, since 
our task here is not to solve a tracking problem but to stabilize the 
compressor (for details see Kwakernaak, 1993, Smith, 1995, and 
Weigl, 1997). Such a control law can only be designed using a 
model of the unstable compressor dynamics. Since, on one hand, 
a theoretical model is not yet accurate enough (Weigl et al., 1998) 
and, on the other hand, it is difficult to measure the unstable 
dynamics of the compressor, an estimated unstable identified 
model was used. The estimated unstable model was obtained by 
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extrapolating (from Figs. 4 and 5) the pole associated with the 
identified stable [1,0] mode to a lower unstable mass flow. Hence 
it was assumed that the other modes do not significantly change in 
growth rate during a throttle ramp; this assumption is consistent 
with the results in Figs. 4 and 5. Based on the estimated unstable 
dynamics an //„ controller was designed with five eigenvalue 
perturbation circles as shown in Fig. 7. Note that mode [1, 0] is 
assumed to be unstable for the control law design. The circles (the 
scales in Fig. 7 make them appear to be ellipses) represent uncer
tainty in the eigenvalue location. The controller will stabilize the 
compressor as long as the first harmonic eigenvalues stay within 
the boundaries of the uncertainty circles. Also, note that the big 
circle around mode [1,0] covers positive (unstable) as well as 
negative (stable) eigenvalue locations to ensure that the controller 
does not destabilize the compressor at higher mass flows where 
mode [1, 0] is stable. All the presented results of the control 
experiments with radial inlet distortion will be for this controller. 

4.2 Closed-Loop Experiments With Hx Controller. Fig
ure 8 shows the spectrogram of the first harmonic pressure pertur
bations for a stall experiment with active control. Mode [1, 0], 
which was driving the compressor into stall without control (see 
Fig. 6), is completely damped out (the magnitude of the power 

density spectrum is small around 0.4o)r). It is now mode [1,1] that 
is growing and going unstable at this lower mass flow. The 
spectrograms of the zeroth and second harmonic perturbations (not 
shown here) showed little modal activity when the compressor 
stalled, indicating that the other modes were all well damped. 

These results justify the choice of concentrating on a first 
harmonic controller. Additional zeroth and second harmonic con
trollers did not result in further reduction of the stalling mass flow. 
Adding a zeroth harmonic H„ controller has no effect since the [ 1, 
1] mode determines the compressor stability. The only way to 
operate beyond these mass flows is to increase the uncertainty 
circle around mode [1, 1] in the control law design. However, the 
eigenvalue perturbations shown in Fig. 7 represent the case with 
the largest uncertainty that could be obtained within the H„ design 
constraints (Kwakernaak, 1993). 

Active control results are summarized in Fig. 9. With 50 percent 
steady blowing the stalling mass flow could be reduced by 9.7 
percent. Applying the first harmonic robust fl„ controller allowed 
a further reduction in stalling mass flow of 7.5 percent relative to 
steady blowing, resulting in a total stalling "mass flow reduction of 
17.2 percent. Experiments by Weigl et al. (1998) at 100 percent 
corrected speed without inlet distortion achieved a reduction in 
stalling mass flow of 4.3 percent with 50 percent steady blowing 
only and about 7.8 percent using steady blowing plus zeroth, first, 
and second harmonic active robust control. 

x10"' 

Fig. 8 Spectrogram of the first harmonic during a stall ramp with H„ 
control 

5 Stall Patterns in Stage 35 With Radial Inlet Distor
tion 

Previous stall inception studies and experimental work by Camp 
and Day (1998) have led to the identification of two common flow 
breakdown processes in low-speed axial flow compressors. Ac
cording to Camp and Day (1998), stall can be triggered by short 
length scale disturbances known as spikes, or by longer length 
scale disturbances known as waves. 

A spike may be described as an embryonic stall cell that is 
created by the local stalling of a particular blade row. Spikes 
usually start in low velocity troughs and travel quickly around the 
annulus between 60 to 80 percent of rotor speed. The fewer blade 
passages a stall cell occupies, the faster the spike will rotate (Camp 
and Day, 1998). Once a spike is formed, it quickly increases in 
size, loses rotational speed, and turns into a rotating stall cell. The 
long length scale waves have been discussed in the preceding 
sections. Camp and Day (1998) describe the nature and the ap
pearance of these two prestall flow phenomena in several low-
speed compressor configurations and explain the mechanism for 
each case with a simple model. According to Camp and Day 
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stall behavior 

(1998) spikes occur when the critical incidence at the rotor tip is 
reached before the slope of the total-to-static pressure rise charac
teristic changes from negative to positive (d^'s/d(j) s 0), and 
waves are observed when the peak of the total-to-static pressure 
rise characteristic (neutral stability, dW"/d<j> = 0) is reached 
before critical incidence is exceeded. This has been shown exper
imentally in a multistage low-speed axial compressor where the 
effects of stage matching and blade row incidence angles were 
investigated using variable geometry features of the test compres
sor. The same stall inception behavior has been observed in a 
low-speed single-stage axial compressor where the tip incidence 
was changed by artificially skewing the flow toward the casing or 
the hub (Camp and Day, 1997). 

Figure 9 indicates that with inlet distortion and no blowing, the 
current compressor stalls with dWs/d<t> £ 0. However, with 
steady blowing the compressor stalls with d^'Vdc^ = 0. Accord
ing to the Camp and Day model, we would therefore expect to find 
that the path to instability with no blowing is via spikes while the 
path to instability with blowing is via longer wave length distur
bances. The present test results therefore afford us an opportunity 
to investigate the validity of the Camp and Day model in a 
transonic compressor. 

The first experiment shown in Fig. 10 is an open-loop stall 
experiment without any injection. Plotted are the eight circumfer-
entially distributed Kulite static pressure traces upstream of the 
rotor during the event. The pressure perturbations have been scaled 
by their mean standard deviations. One can see that there is a spike 
emerging from the pressure traces several rotor revolutions before 
stall and traveling very fast (about 74 percent of rotor speed) 
around the annulus. Its size is quickly growing while its speed is 
slowing down and within a few revolutions the spike forms a stall 
cell with an initial rotation rate of approximately 50 percent of 
rotor speed. The fully developed rotating stall cell is then traveling 
at a rotation rate of about 40 percent of rotor speed. The stall 
inception mechanism in Stage 35 with radial inlet distortion and no 
blowing is clearly determined by spikes. 

In a second experiment the jet-injectors were turned on to a level 
of 50 percent steady blowing and the compressor was again 
throttled into stall. Figure 11 depicts the pressure traces during this 
event. The pressure traces reveal a very dominant first harmonic 
wave traveling around the annulus at about 44 percent of rotor 
speed long before the compressor stalls. The amplitude grows as 
neutral stability is reached and the modal oscillations turn into a 
stall cell. Note that the wave speed does not change significantly 

during the transient into stall. This can also be observed in the 
growing of mode [1, 0] in Fig. 6. 

The reason why the two different stall inceptions depend on the 
level of blowing can be explained as follows. The radial distortion 
screen upstream of the rotor leads to a total pressure loss in the tip 
region and skews the flow toward the hub region as shown in Fig. 
2. The axial velocity at the casing drops, the incidence and turning 
increase, and the blades have a higher loading in the tip region. 
Critical incidence is therefore exceeded at the blade tip before 
"system" neutral stability is reached and spikes appear in the 
prestall flow field. When the injectors are turned on, a high-
momentum jet is blown into the rotor tip region. The increase in tip 
incidence caused by the distortion screen is reduced due to the 
higher axial velocities with blowing. This suggests that with blow
ing, the total-to-static characteristic changes in such a way that 
neutral stability is reached before the critical incidence occurs and 
therefore waves develop instead of spikes. This verifies the above-
described simple model formulated by Camp and Day (1998) for 
a single-stage transonic axial compressor. 

Another interesting result with radial inlet distortion is the 
pre-stall flow field with active control. Because the controller was 
designed to stabilize mode [1, 0], that is, dampen the long length 
scale waves, one would expect to see spikes. Pressure traces taken 
during an active control experiment are shown in Fig. 12. A spike 
traveling at approximately 90 percent of rotor speed emerges about 
18 rotor revolutions prior to stall. However, this spike dies out and 
the spike activity restarts a few revolutions later. The spike does 
not show a continuous growth. Note that at this time the pressure 
traces are no longer circumferentially uniform. One can see that a 
first large-sized spike starts to rotate out of a pressure trough but 
dies again when it hits a region of higher pressures and thus higher 
velocities. 

6 Summary and Conclusions 
The experiments discussed in this paper represent the first 

attempt at active rotating stall control in a transonic compressor 
with radial inlet distortion using an annular array of jet-injectors. 
Measurements of the distortion profile showed that the flow is still 
circumferentially uniform but skewed toward the hub, resulting in 
a total pressure drop and thus in higher incidence and loading of 
the blades inthe tip region. The peak pressure rise drops and the 
compressor stalls at higher mass flows. Steady-state injection 
results in a range extension of 9.7 percent in stalling mass flow 
relative to the case with inlet distortion and no injection. 

Measured compressor transfer functions revealed that the com-
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pressible stall dynamics with radial distortion are still decoupled. 
The prestall dynamics were dominated by a Moore-Greitzer-like 
mode with strong first harmonic content. This allowed the design 
of SISO control laws to stabilize the compressor. A first harmonic 
H„ robust controller achieved a reduction in stalling mass flow of 
7.5 percent relative to steady blowing, yielding a total reduction of 
17.2 percent. This result reflects an improvement in stalling mass 
flow reduction compared to experiments with no inlet distortion 
(Weigl et al., 1998). 

The stall inception pattern with radial inlet distortion showed 
spikes or waves depending on whether the actuators were turned 
off or operated at steady blowing. The experiments indicate that 
the simple model developed by Camp and Day (1998) also holds 
in a single-stage transonic compressor. 
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Rotating Stall Control in a 
High-Speed Stage With Inlet 
Distortion: Part II— 
Circumferential Distortion 
This paper presents the first attempt to stabilize rotating stall in a single-stage transonic 
axial flow compressor with inlet distortion using active feedback control. The experiments 
were conducted at the NASA Lewis Research Center on a single-stage transonic core 
compressor inlet stage. An array of 12 jet injectors located upstream of the compressor 
was used for forced response testing and feedback stabilization. Results for a circumfer
ential total pressure distortion of about one dynamic head and a 120 deg extent (DC(60) 
= 0.61) are reported in this paper. Part I (Spakovszky et al, 1999) reports results for 
radial distortion. Control laws were designed using empirical transfer function estimates 
determined from forced response results. Distortion introduces coupling between the 
harmonics of circumferential pressure perturbations, requiring multivariable identifica
tion and control design techniques. The compressor response displayed a strong first 
spatial harmonic, dominated by the well-known incompressible Moore-Greitzer mode. 
Steady axisymmetric injection of 4 percent of the compressor mass flow resulted in a 6.2 
percent reduction of stalling mass flow. Constant gain feedback, using unsteady asym
metric injection, yielded a further range extension of 9 percent. A more sophisticated 
robust Hx controller allowed a reduction in stalling mass flow of 10.2 percent relative to 
steady injection, yielding a total reduction in stalling mass flow of 16.4 percent. 

1 Introduction 
For a better understanding of the coupled compressor dynamics, 

a short overview of undistorted flow compressor modeling is 
given. The classic Moore-Greitzer (1986) formulation considers 
an incompressible two-dimensional flow field with an axisymmet
ric, spatially uniform (undistorted) inlet flow, and a linearized 
approach for the perturbations. The rotating stall dynamics for the 
nth mode are described by 

Inl + /* 
dd(j> 

- jnX S</> (1) 

where W is the total-to-static pressure rise coefficient of the entire 
compressor and </> and 8$ are the compressor face flow coefficient 
and its perturbation, respectively. The inertia parameters are the 
fluidic inertia in the rotors A, in the rotors plus stators /A, and in the 
inlet and exit ducts 2/lnl, where 

2 cos2 £ ' A+ X 
cjr 

cos- % (2) 

c„ r, and £ are the axial chord, mean radius, and stagger angle, 
respectively. Solving Eq. (1) with 

64.(0, t) = £ 8$M> JllB (3) 

yields 
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S</,(0, 0 = 2 «»e (iT„~jn<>>„)t jnO (4) 

where 9 and t are the angle around the annulus and the time, 
respectively. The growth rate <r„ and rotation rate u>„ are given by 

(2/lnl + /x) (2/lnl + JU) (5) 

This solution describes spatial waves of sinusoidal shape (harmon
ics) that travel around the annulus at rotation rate &>„, and grow or 
decay in time with growth rate a„. Compressor stability is deter
mined by the growth rate of these modes. In this model, the axial 
velocity perturbations S(j)(ff) are axially uniform throughout the 
compressor. Furthermore, the flow field for the nth mode consists 
only of the nth spatial harmonic. That is, the harmonics are all 
decoupled (independent of one another). 

In the presence of circumferentially nonuniform inlet flow, the 
pressure rise W\ and therefore the slope d^P'Vdc/), is no longer a 
constant but a strong function of 8. This nonlinear coupling be
tween the steady inlet flow field and the compressor map strongly 
influences the linearized behavior of the flow field perturbations. 
The mode shapes are no longer purely sinusoidal but have contri
butions of other harmonics. In other words, distortion introduces 
coupling between the harmonics. Hynes and Greitzer (1987) have 
extended the Moore-Greitzer model to describe incompressible 
dynamics with inlet distortion. The accuracy of this model has 
been verified experimentally by Van Schalkwyk et al. (1998) on a 
low-speed three-stage compressor. 

If an analysis accounting for compressibility is done, acoustic 
modes with axial structure are introduced. In this case, each 
compression system mode has both circumferential and axial 
structure. Modeling of this kind was conducted by Bonnaure 
(1991), Hendricks et al. (1993), and Feulner et al. (1994). To date, 
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no control-theoretic compressible model exists that accounts for 
inlet distortion. Thus it is one of the goals of this paper to 
investigate the effects of inlet distortion on high-speed compressor 
prestall behavior. 

The other goals of this paper are identification and stabilization 
of the compression system with inlet distortion. Our framework 
will be, as in Part I (Spakovszky et al., 1999), a multivariable 
input-output characterization where measurements and actuation 
are expressed as complex spatial Fourier coefficients (Paduano et 
al, 1993). This framework is consistent with the stability analysis 
of Hynes and Greitzer (1987), except their analysis was homoge
neous instead of forced, and a nonlinear steady-state condition was 
found numerically (ours is achieved experimentally). The fre
quency domain input-output map, or transfer function matrix, for 
the first three harmonics is written: 

yo(«) 
yM 
his) 

or, in compact form, 

GooW G0l(s) G02(s) 
Gm(s) G „ ( J ) Gn(s) 
G20(s) G21(s) G22(s) J 

u0(s) 
Uj(s) 
u2(s) 

y(s) = G(s)u(s), 

, (6) 

(7) 

where the output vector y is a vector containing the system's 
primary outputs: the complex spatial Fourier coefficients (SFCs) of 
the pressure perturbations (analogous to Eq. (3)). The input vector 
u contains the corresponding SFCs of the injection profile, which 
is the system input. 

Coupling between harmonics due to circumferential distortion is 
indicated by nonzero off-diagonal elements of G(s) (Gy(s) + 0 
for all i + j). The strength of this coupling can be determined by 
the magnitudes of the off-diagonal transfer functions. The conse
quence of this coupling is that the individual transfer functions of 
G cannot be treated independently; thus controller design becomes 
a multi-input-multi-output (MIMO) problem. This increases the 
complexity of the controller and complicates system identification. 
After describing the steady-state conditions, we will use these 
concepts to interpret the identification and control results. 

2 Experimental Setup 

The experiments described in this paper were all conducted at 
the NASA Lewis Research Center in the single-stage axial com
pressor test facility. A detailed description of the NASA Stage 35 
test compressor and the actuation and instrumentation is given in 
Part I (Spakovszky et al., 1999), as well as other documents, Reid 
and Moore (1978), Berndt et al. (1995), Weigl et al. (1998), and 
will not be repeated here. For our purposes it suffices to say that a 
set of twelve evenly spaced injectors, blowing high-pressure air in 
the tip region of the rotor, provide the actuation, and a set of eight 
static pressure transducers located immediately upstream of the 
rotor provide sensing. Both the actuation and sensing signals are 
decomposed into spatial Fourier coefficients, and treated as such in 
the remainder of the paper. 

3 Circumferential Inlet Distortion 

An early effort using steady blowing and bleeding devices to 
determine whether tip boundary layer control was an effective 
means of increasing the unstalled weight flow range of a transonic 
single-stage compressor with and without inlet flow distortion was 
conducted by Koch (1970). The experiments revealed that the 
blowing device was more effective than the bleed device and that 
the unstalled range could be improved. Circumferential inlet air
flow distortion that is caused by phenomena such as flow separa
tion or nonaxisymmetric intake duct geometry has been studied by 
installing a circumferential distortion screen: A fine mesh was 
mounted in the inlet duct, located approximately 2.2 mean radii 
upstream of the rotor (as in Part I). The screen can be indexed 
through 350 deg around the annulus to allow more detailed map

ping of steady-state compressor performance. The extent of the 
screen was 120 deg and covered the full blade span. 

3.1 Steady-State Experiments. Circumferential total and 
static pressure and total temperature profiles were measured with 
probes positioned between the distortion screen and the rotor. In 
addition, four circumferentiaily distributed wall static pressure taps 
at the hub and casing, and a total pressure and total temperature 
rake provided data on the flow field downstream of the compres
sor. The steady pressure and temperature probes were geometri
cally fixed and the screen was rotated in five degree increments to 
obtain the profiles. Figure 1 shows the total and static pressure 
profiles at the inlet, approximately 1.1 mean radii upstream of the 
rotor inlet, and the static pressure profile at the compressor exit. 
The mean exit static pressure has been subtracted from all these 
curves to show the relative offset of the pressure profiles. The 
distortion screen blocked the flow between 120 and 240 deg 
circumferentiaily; these angles are marked with the dotted vertical 
lines in the figure. The total pressure drop generated by the 
distortion screen was about one dynamic head, that is 

1. (8) 

The distortion magnitude can also be described by a parameter 
commonly used in engine intake aerodynamics called the DC(60) 
descriptor (Williams, 1991). The DC(60) descriptor is defined by 

DC(60) 
Pl'360° Wworst60° 

(9) 

In the ideal case where the static pressure is uniform, DC(60) = 1 
corresponds to zero-velocity flow within the 60 deg sector, giving 
very poor inlet aerodynamics. The distortion screen designed for 
Stage 35 with 1 dynamic head distortion magnitude corresponds to 
DC(60) = 0.61, representing poor inlet conditions, as shown in the 
velocity profile in Fig. 2. 

The inlet static pressure shown in Fig. 1 is approximately 
uniform around the annulus, while the exit static pressure is 
circumferentiaily nonuniform with an increased pressure rise in the 
range 120 deg < 9 s 240 deg. This contradicts the basic Hynes-
Greitzer (1987) theory, which assumes that the flow angle from the 
stator vanes is uniform and that the downstream duct has constant 
area. In a two-dimensional (incompressible) flow field these as
sumptions imply uniform exit static pressure and nonuniform inlet 
static pressure. This discrepancy between the theory and measure
ments can be explained by considering the compressor plus down-
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Fig. 1 Total and static pressure at the compressor inlet and static 
pressure at the compressor exit for one dynamic head distortion at mc0„ 
= 16.5 kg/s without blowing 
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Fig. 2 Measured velocity profile for one dynamic head distortion at m„ 
= 16.5 kg/s without blowing 

stream diffuser, and using a parallel compressor type argument as 
follows (see Longley and Greitzer, 1992): In the spoiled sector the 
diffuser is operating with low inlet total pressure and thus low 
velocity, producing a lower pressure rise than the diffuser in the 
unspoiled sector. Since the static pressure at the diffuser exit must 
be uniform, the static pressure at the compressor exit must be 
higher in the spoiled sector than in the unspoiled sector. 

Speed lines were measured for undistorted inlet flow as well as 
with circumferential inlet distortion. The effect of steady blowing 
(steady valve opening of 50 percent, injected corrected mass flow 
of 0.65 kg/s) on the pressure ratio was then measured. The speed 
lines are constructed as described in Part I: Total corrected mass 
flow is the sum of an upstream orifice mass flow and the injected 
mass flow, the upstream total pressure is the mass average of total 
pressure probes between the distortion screen and the actuators, 
and the downstream pressure is from mass-averaged hub and 
casing static pressure measurements. In Fig. 3 we see that the 
circumferential distortion resulted in a peak pressure ratio drop. 
However, with steady blowing, the peak pressure ratio can be 
recovered and even a considerable range extension of 6.2 percent 
in stalling mass flow can be obtained. Although the pressure ratio 
of the compressor is recovered by blowing, there is no change in 
the inlet distortion, because the distortion screen is upstream of the 
compressor, and there is considerable nonuniformity in the com-
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pressor face flow field, as evidenced by the system identification 
results in the next section. 

4 Open Loop Compressor Dynamics 
Having characterized the steady-state behavior, we turn to the 

dynamic behavior near stall. Using sinusoidal frequency sweeps on 
each spatial harmonic, we quantify the dominant eigenmodes of 
the system, their circumferential structure, and the degree of cou
pling between harmonics that exists in the input-output dynamics. 
The latter is important for control law design; it is also of interest 
to determine the degree of coupling between harmonics in com
pressible prestall modes. 

Using standard frequency sweep methods (see Ljung, 1987), we 
measured the transfer function matrix (Eq. (6)). The off-diagonal 
elements, G^jw) for i + j , were found to have magnitudes of 
about 0.1 to 1.0 times the diagonal elements, indicating strong 
coupling between some harmonics. A subset of the transfer func
tions is shown in Fig. 4. The magnitudes of the off-diagonal 
transfer functions Gm(jo)) and Gl0(ju>) are of the same order as 
the diagonal transfer functions G00(jco) and Gu(ja>). To find the 
eigenvalues, and for control law design, state-space models were 
identified based on the measured transfer functions using an MIT-
developed method called FORSE (Jacques, 1994). The transfer 
functions of the identified state space model are plotted as dashed 
lines in Fig. 4. 

The peaks in the transfer functions indicate that there are several 
lightly damped modes in the pressure perturbations. Due to com
pressibility, several modes with similar circumferential structure 
can exist, each having different axial structure. Therefore we 
denote the modes by [n, m], where n is inferred from the circum
ferential harmonic that is largest in the mode, and m indicates the 
postulated axial mode number (higher values of m indicate higher 
frequency, usually associated with more axial mode structure, as in 
acoustics).' 

Mode number assignment requires careful data reduction and 
analysis. First, to visualize the spatial structure of the modes, we 
reconstruct the mode shapes using the eigenstructure of the iden
tified state-space model (Spakovszky, 1998). Figure 5 shows some 
of the reconstructed mode shapes, including the harmonic content 
in each. For these experiments the distortion screen ranged from 
180 to 300 deg; this is marked with X's in Fig. 5. Next, we assign 
the number n based on the harmonic that contributes most to the 
mode shape. The first two modes in Fig. 5 have strong zeroth 
harmonics, indicating that overall compression system parameters 
(such as duct lengths and plenum size) will have a strong influence 
on their stability. The second two modes have strong first harmon
ics, and we will see that stabilization of these modes can be 
achieved by controlling the first harmonic of the flow perturba
tions. Finally, the "acoustic" mode number m is assigned by 
looking at various factors. Higher frequencies are considered to be 
more acoustically coupled, and are given larger values of m. We 
note that the mode shape, and therefore the harmonic contents of 
each mode, is a function of time. Figure 5 thus portrays the modes 
at several specific instants in time. Eigenvalues obtained without 
distortion (Weigl et al., 1997) (also see Weigl, 1997) are compared 
to those found here, to judge how distortion has altered their 
frequency, stability, and harmonic content; this also helps to assign 
the mode numbers. In addition, low-speed modeling (Van Schalk-
wyk, 1996) is employed to help associate mode numbers with the 
peaks when strong coupling is present. The results are summarized 
in Fig. 6, which shows the identified poles and assigned mode 
numbers. 

Several statements can be made based on Fig. 5. First, note that 
mode [1, 0] has a minimum at approximately 250 deg, which is 
about in the middle of the distorted region. This behavior is 

Fig. 3 
tion no 

Speed lines for undistorted inlet (solid), circumferential distor-
blowing (dash), and with 50 percent steady blowing (dash-dot) 

The mode names used here are primarily for conveying the physical effects 
involved, and do not affect controller design at all; controllers are based only upon the 
input-output model. 

Journal of Turbomachinery JULY 1999, Vol. 121 / 519 

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0 
a) Goo(j<o) Transfer Function 

-10 
m 

'5 
a -30 

-40 

- [0,01 
[0,11 

, , [0,2] 

c) Goi(jw) Transfer Function 

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 

IS 
0) 
co 
to 
j = 
0. 

K 
\ 

y c ^ ^ - V . ^ 

\t 
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 

b) G10 (jw) Transfer Function 

co 

c 
'to 

CD 
V) 
co 
x: 
0-

N 

Mv 
TV 

-1.5 -1 -0.5 0.5 1 1.5 

Frequency Normalized by Rotor Frequency 

-1.5 -1 -0.5 0 0.5 1 1. 

Frequency Normalized by Rotor Frequency 

Fig. 4 MIMO transfer functions Gm(jw), G0i(;Vo), Gw(jw), and GnO'w)' w i t h circumferential inlet distortion at mcorr = 16.0 kg/s and 85 percent 
corrected design speed. — = measured, - - = identified model. 

c 
o 
to 
€ 

(13 
Q_ 

to 
CO 
<D 

a. 
• a 
CD 
,N 
"co 
E 
i_ o 

Mode Shape 

predicted by the low-speed model and has been observed in a 
low-speed compressor by Van Schalkwyk et al. (1998). Further-
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present in each mode; this is also predicted by incompressible 
theory. The compressible modes [0, 1] and [1, 1], on the other 
hand, represent an effect that has not yet been modeled: It appears 
that these higher frequency, compressible dynamics are also cou
pled, to an extent very similar to the incompressible dynamics, by 
inlet distortion. Finally, we note that the richness of the dynamics 
displayed in Figs. 4 and 5 makes the control problem more 
complex, but this complexity is mitigated by the fact that some of 
the high-frequency modes are relatively well damped, and do not 
tend to go unstable as mass flow is reduced. 

To study the relative stability and sensitivity to mass flow of the 
various compressor modes, we conducted system identification at 
various mass flows. By comparing all of the transfer functions at 
all the tested mass flows, it was found that the [1, 0] mode is 
primarily responsible for system stability. To summarize our con
clusion, Fig. 7 shows the magnitude and phase of Gu measured at 
four different mass flows. The [1,0] mode is particularly visible in 
this transfer function. Only the positive frequency (forward trav
eling wave) portion of the transfer functions are shown. As the 
mass flow is decreased, the magnitude of the peak at 0.4<or 

increases, indicating a lightly damped mode. At the lowest mass 
flow tested this mode is actually unstable. This can be determined 
by looking at the corresponding phase plot: For m = 14.0 kg/s 
(solid line), the phase increases in the range 0.3 s wr ^ 0.6, 
indicating that the pole associated with this mode is unstable. For 
m = 15.0 kg/s (dash-dot) and 14.7 kg/s (dash) the respective 
phases decrease in the same frequency range, indicating that at 
these mass flows the mode is stable. Note that for m = 16.0 kg/s 
(dotted) the phase also increases in this frequency range. However, 
at this high mass flow the mode is stable. The increase in the phase 
is a result of a zero at 0.35o)r, which is clearly visible as a deep 
valley in the magnitude of the transfer function. 

Note that the compressible modes in Fig. 7 (labeled [1, 1] and 
[1, 2]) do not change significantly with mass flow. These eigen-
modes cause peaks in the transfer function, which change only 
slightly as the mass flow is decreased, indicating that their degree 
of stability is not greatly affected by the decrease in mass flow. 
Similar conclusions were drawn about other prestall modes by 
looking at the relevant transfer functions and studying eigenvalue 
migration with mass flow. 

Throttle ramps into stall revealed that indeed the [1, 0] mode 
resonates strongly as the stall point is approached. This mode can 
be related to the incompressible Moore-Greitzer mode, and has 
also been observed with radial distortion in Part I (Spakovszky et 
al., 1999). The spectrogram of the first harmonic of the pressure 
perturbations during a stall event is plotted in Fig. 8. We note that, 
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Fig. 7 Measured G,,(/<") at 16.0 kg/s (dotted), 15.0 kg/s (dash-dot), 14.7 
kg/s (dash), and 14.0 kg/s (solid) total corrected mass flow 
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Fig. 8 Spectrogram of the first harmonic perturbations during an open-
loop stall ramp 

even right up to stall, there is relatively little activity at 1 o)r and 
1.6wr. This indicates the [1, 1] and [1, 2] compressible modes are 
well damped and that it is the [1, 0] mode that loses stability. 

In summary, in the presence of circumferential distortion, the 
stability of the compression system is determined by the [1, 0] 
mode. This behavior is analogous to that observed in low-speed 
compressors. The additional compressible modes were also ob
served with radial distortion by Spakovszky et al. (1999). Unlike 
radial distortion, there is strong coupling between the harmonics, 
that is, each mode contains several harmonics. This coupling is 
considered during design and testing of controllers to stabilize the 
compression system, discussed in the next section. 

5 Active Control Results 
In this section we discuss active control of rotating stall in a 

high-speed single-stage compression system with circumferential 
distortion. Two different controllers were tested: a constant gain 
controller, and a dynamic, model based controller. The two con
trollers are discussed in the following sections. 

5.1 Constant Gain Control. Constant gain control has been 
used successfully by several researchers to stabilize rotating stall 
in low-speed compressors. Paduano et al. (1993) developed the 
experimental design procedure on a single-stage compressor, and 
Haynes et al. (1994) applied it to a three-stage compressor. The 
same approach was used by Van Schalkwyk et al. (1998) to 
stabilize a three-stage compressor with circumferential distortion 
of the inlet total pressure. However, Weigl et al. (1998) showed 
that constant gain controllers are not effective in high-speed com
pressors with uniform inlet flow. A similar result was obtained in 
Part I (Spakovszky et al, 1999) with radial distortion. However, as 
we will see momentarily, constant gain control was very effective 
on this machine in the presence of circumferential distortion. 

The idea behind constant gain control is as follows. The cir
cumferential pressure perturbation 8p(Q) is measured and decom
posed in a Fourier series analogous to Eq. (3). The rath harmonic 
is then spatially rotated by an experimentally optimized angle /3„, 
multiplied by a constant gain k„ to form the nth harmonic of the 
control signal. For example, for a sensed first harmonic perturba
tion y, = 8/51 the constant gain control law is 

u = -k1e
m8pl (10) 

where ux is the corresponding first harmonic SFC of the injection 
wave. Finally, the individual actuator commands are reconstructed 
based on the Fourier coefficients. 

A first harmonic constant gain control law was found to be 
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effective at stabilizing the circumferential distortion case investi
gated here. When the gain and phase were set to A:, = 1 and /3, = 
IT, respectively, the stalling mass flow was reduced by 6.8 percent 
relative to steady blowing. The total-to-static speed lines are plot
ted in Fig. 9 for undistorted inlet flow (solid), circumferential 
distortion without blowing (dash), and with 50 percent steady 
blowing (dash-dot). The stall point with the first harmonic con
stant gain control law is marked with a + in this figure. 

Spectrograms of the first and second harmonics of the pressure 
perturbations, immediately prior to the control-on stall point, are 
shown in Figs. 10 and 11, respectively. The [1,0] mode appears to 
be relatively well damped during the first 1000 revolutions in Fig. 
10, while the [1, 1] mode and the [2, 0] mode (Fig. 11) are 
resonating strongly during the entire prestall period. Other evi
dence indicates that the [2, 0] mode goes unstable first, and in fact 
adding a second harmonic constant gain feedback with k2 = 1 and 
f32 = TT damped out the second harmonic mode and achieved a 
further range extension of 2.2 percent in stalling mass flow relative 
to the first harmonic constant gain control case. The measured 
mass flow and pressure ratio is marked with a * in Fig. 9. A zeroth 
harmonic feedback, with gain k0 = 1, is also in operation during 
this run. 

These results clearly show that constant gain control is effective 
in the presence of circumferential distortion. Since a compressible, 
distorted flow, control theoretic model does not exist, it is difficult 
to explain these phenomena. The system identification experiments 
indicate that a single mode with dominant first harmonic and 
incompressible features determines the stability, suggesting the 
applicability of a constant gain control strategy. This was also 
qualitatively and quantitatively verified using incompressible mod
eling methods (Van Schalkwyk, 1996). However, the measure
ments in Fig. 4 show that there are compressible modes that have 
significant magnitudes in the coupled (off-diagonal) transfer func
tions (e.g., the [1, 1] mode has the same magnitude in Gn(ju>) as 
in Gl0(ja>)). Such coupling is typically detrimental to any control 
law that does not explicitly take it into account. Even without this 
coupling, the [1, 1] mode in this compressor has invariably been 
destabilized by constant gain control without circumferential dis
tortion (Weigl et al„ 1998; Spakovszky et al., 1999). Apparently 
the effect of distortion in this machine is such that the constant 
gain control law, tuned for mode [1,0] stabilization, does not 
destabilize the other, lightly damped modes. It is not clear whether 
this fortuitous effect will exist in other compressors with inlet 
distortion. 
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Fig. 10 Spectrogram of the first harmonic pressure perturbations with 
first harmonic constant gain control 

5.2 Robust Hx Control. In this section the performance 
improvement obtained using robust H„ control is investigated. As 
in Part I (Spakovszky et al, 1999), the lack of a theoretical model 
requires the use of an identified model for the design of these 
model-based dynamic control laws. This is particularly difficult 
when circumferential distortion is present, because the compressor 
becomes a MIMO dynamic system in which one common set of 
eigenmodes describes the coupled compressor dynamics; in other 
words, one cannot treat one harmonic at a time. This complicates 
system identification and significantly increases the order of the 
controller. Because of this added complexity, initial tests of a 
MIMO Hx controller did not show an improvement in stalling 
mass flow over constant gain control (Spakovszky, 1998). Al
though further iteration and improvement of the MIMO controller 
design should be possible, time did not permit this approach to be 
pursued. Therefore an alternative method, described below, was 
investigated. 

The dominance of the first harmonic in the [1, 0] mode and the 
presence of a resonance in the [1, 1] mode in Fig. 10 suggests that 
a robust controller that ignores coupling, and is designed for the 
first harmonic only, might yield improvement in performance. 
Fortunately, such a controller already existed at the time of these 
tests, because the frequencies associated with the [1, 0] mode for 
both circumferential and radial distortion are approximately the 
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Fig. 11 Spectrogram of the second harmonic pressure perturbations 
with first harmonic constant gain control 
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same (0.4o),). In fact, the eigenvalue location of the unstable [1, 
0] mode used for design of the radial distortion controller was 
almost identical to the identified eigenvalue location for this mode 
with distortion. Figure 12 shows the identified eigenvalues with 
circumferential distortion, together with circles indicating the 
range of eigenvalues which the first harmonic H„ radial distortion 
controller from Part I (Spakovszky et al., 1998) was designed to 
stabilize. The [1,0] mode perturbation circle includes the unstable 
pole associated with circumferential distortion, indicating that the 
controller should be able to stabilize this mode. Although the [1, 1] 
mode with circumferential distortion is more lightly damped than 
in the design model, the frequency is accurately captured by the 
design model. This proves to be sufficient for success of the 
controller, indicating that this pole remains stable for the mass 
flows of interest. 

Based on these arguments, the controller originally designed for 
radial distortion was tested experimentally and showed a large 
range extension. The stalling mass flow was reduced by 10.2 
percent relative to steady blowing, resulting in a total reduction in 
stalling mass flow of 16.4 percent. This is indicated in Fig. 9. Of 
all the methods tested, this first harmonic robust control law 
achieved the largest reduction in stalling mass flow, which is 
comparable to the reduction in stalling mass flow with radial inlet 
distortion shown in Part I (Spakovszky et al, 1999). 

6 Concluding Remarks and Summary 
This paper presents the first experimental investigation of cou

pled compressible stall dynamics and it is the first time that a 
transonic compressor with circumferential inlet distortion was 
actively stabilized. The distortion magnitude was about one dy
namic head, corresponding to DC(60) = 0.61. 

Forced response experiments revealed strong coupling between the 
harmonics of the pressure perturbations. Analysis showed that a single 
mode of the compression system determines its stability; this behavior 
is similar to that of low-speed compressors. Constant gain control 
achieved a large range extension. The dominance of an incompress
ible mode, together with fortuitous coupling between the harmonics, 
appears to change the stall dynamics in such a way that (unlike the 
undistorted flow case) constant gain feedback does not destabilize 
lightly damped compressible modes. Thus, although the details of the 
measured dynamics are strongly affected by compressibility, the con
trol strategy applied here was the same as that used in low-speed 
compressors. The maximum reduction in stalling mass flow with 
zeroth, first, and second harmonic constant gain controllers was 9.0 
percent relative to steady blowing, giving a total reduction in stalling 
mass flow of 15.2 percent. 

Growth Rate, o 

Fig. 12 Identified coupled unstable dynamics at mcorr = 14.0 kg/s and 
perturbation circles of H„ control law designed for radial distortion 

In general, a MIMO control law is indicated when coupled 
multivariable dynamics are present. In this experiment, however, 
the dominance of the first harmonic in the destabilizing mode 
suggested that a SISO H«, controller for the first harmonic might 
work well. This in fact proved to be the case: A controller origi
nally designed for radial distortion achieved a total reduction in 
stalling mass flow of 16.4 percent, thus demonstrating robustness 
with respect to a change in inlet flow from radial to circumferential 
distortion. Time did not permit comparing this performance to a 
MIMO controller. 

These results, together with the results of Part I (Spakovszky et 
al., 1998), show that active control of rotating stall in a high-speed 
compressor results in a significant increase in the stable operating 
range of a compressor operating in the presence of inlet distortion. 
These results are very promising for future work and applications. 
Much work remains to be done, however. In particular, the depen
dence of the dynamics on nonlinear coupling between the com
pressor and a (typically unknown) inlet distortion add a degree of 
uncertainty, which is addressed in our approach only to the extent 
that our control law is robust to modeling errors. More explicitly 
designing for, and subsequently testing against, unknown distor
tion scenarios are needed. It is also necessary to investigate and 
better understand the interplay between distortion and lightly 
damped compressible dynamics. This interplay was beneficial in 
these experiments, but may not always be so. Finally, one would 
like to use as few actuators and as little mass flow as possible to 
achieve results like those presented here, and do so in a multistage 
high-speed environment. 
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External Heat Transfer 
Predictions in a Highly Loaded 
Transonic Linear Turbine Guide 
Vane Cascade Using an Upwind 
Biased Navier-Stokes Solver 
External heat transfer predictions are performed for two-dimensional turbine blade 
cascades. The Reynolds-averaged Navier-Stokes equations with algebraic (Arnone and 
Pacciani, 1998), one-equation (Spalart and Allmaras, 1994), and two-equation (low-Re 
k-e, Biswas and Fukuyama, 1994) turbulence closures are solved with a fully implicit 
time-marching finite volume method. Comparisons with measurements (Arts et al, 1990; 
Arts, 1994) for a highly loaded transonic turbine nozzle guide vane cascade show good 
agreement in some cases, but also reveal problems with transition prediction and 
turbulence modeling. Special attention has been focused on the low-Re k-e model 
concerning the influence of the inlet boundary condition for the e-equation and problems 
in the stagnation point region. 

Introduction 
Numerical prediction methods became an essential tool for the 

design and analysis of turbomachinery components over the last 
decade. The continuous increase in turbine inlet pressure and 
temperature definitely require reliable and accurate predictions of 
the main stream aero thermal characteristics and of the heat loads 
imposed to the blades. 

A good design from a thermal point of view might allow a 
higher inlet temperature, less cooling, or a lighter design, thus 
increasing the performance or efficiency of the machine. A method 
to predict the heat loads in the design phase of a turbine would be 
a very valuable engineering tool (e.g., Larsson, 1997). 

The interest of the present contribution is specifically directed 
toward high-pressure turbine wall heat flux predictions for cascade 
flow; a two-dimensional Navier-Stokes solver, based on an im
plicit TVD-upwind relaxation scheme (Sanz et al, 1995) has 
therefore been developed with this objective in mind. 

Quite a number of contributions on this topic have been pre
sented in the open literature (e.g., Larson et al., 1995; Larson, 
1996, 1997; Lefebvre and Arts, 1997; Migliorini and Michelassi, 
1997); listing and comparing them all would definitely be the 
subject of an interesting review paper. 

The originality of the present effort can be found in the appli
cation of different turbulence models. The analysis of the results 
will indicate some guideline about the most suitable choice for 
turbomachinery flows. The Reynolds-averaged Navier-Stokes 
equations are solved with an implicit time-marching finite volume 
method around a two-dimensional blade cascade. The blade is kept 
at a fixed temperature and the boundary layers are resolved down 
to the viscous sublayer. The heat transfer is estimated based on the 
flow in the cells closest to the surface. 

Contributed by the International Gas Turbine Institute and presented at the 43rd 
International Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, 
Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine 
Institute February 1998. Paper No. 98-GT-238. Associate Technical Editor: R. E. 
Kielb. 

Governing Equations 
The equations used to model the flow are the compressible, 

Reynolds-averaged continuity, momentum, and energy equations 
written in integral form (Eq. (1.1)), where the region of a compu
tational cell is denoted by V and its surface by S: 

3Q 

dt 
dV + EdS RdS = 0; 

Q = [p, pw, e]r; 

E = [p(w • n), pw(w • n) + pn, (e + p){w • n ) ] r ; 

R = [0, TS, TS-W + qs]T; T? = Ty-ny qs = qr n, (1.1) 

Assuming that the fluid is a perfect gas, the pressure p is given by: 

p = (e - pw2/2 - pk)(y - 1) (1.2) 

The shear stresses, T„, are divided into a laminar and a turbulent 
part. The laminar parts, TJ*m, are given directly by: 

/ du, du: 2 duk 

11 ^\dXj dX; 3 dXk 
(1.3) 

All turbulence models used in this work rely on Boussinesq's 
approximation (Boussinesq, 1877) that the principal axes of the 
turbulent stress tensor are coincident with those of the mean 
strain-rate tensor (Eq. (1.4)). This assumption makes it possible to 
close the equations by expressing the turbulent stresses, TJ"*, with 
an effective eddy viscosity, p,,. The eddy viscosity is then calcu
lated using an appropriate turbulence model (see below). 

-pu,Uj 
' dui &Uj 

,X'\Jxj + Jxi 

2 Bui \ 2 

3 i i l N - 3 ^ (L4) 

Following, e.g., Larsson (1997), the heat flux, qh is treated in a 
similar way according to Reynolds analogy. First the heat flux is 
divided into a laminar and a turbulent part. The laminar part, qfm, 
is given directly by: 
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< ? ; . " 
p y d(p/p) 

Pr y — 1 dx. 
(1.5) 

To model the turbulent heat flux, q'"'h, a constant turbulent Prandtl 
number, Pr, = 0.9, is assumed and Eq. (1.6) then gives an 
approximation of the heat flux generated by turbulent fluctuations: 

qf'b= -c.pT'u'i-
M< d(plp) 

Pr, 7 - 1 dXj (1.6) 

Turbulence Models 

Algebraic Turbulence Model. A two-layer algebraic 
model based on the mixing length concept is used to calculate 
the eddy viscosity. In the near-wall region the mixing length is 
computed using the Prandtl-Van Driest formula while in the 
outer region and in the wake it is kept constant to a fixed 
fraction of the shear layer thickness 8 according to the standard 
relation (Kwon et al., 1988): 

im.outer - 0.085 8 (2.1) 

In the present work an algebraic criterion, which resembles the 
features of the Baldwin-Lomax (1978) model, but which implic
itly introduces a cut-off criterion for the vorticity field based on the 
distance from the wall, is used to estimate the boundary layer 
thickness (Arnone and Pacciani, 1998). If y denotes the distance 
normal to the wall, the value ymm at which the function 

G(y) 5*1(11(1 

A+ = 26,y+ = y 
"rPWall 

P-Wall 

-{y*lA*\ 

ur = 

)dy 

(2.2) 

reaches its maximum is assumed as turbulent length scale. The 
boundary layer thickness is then obtained from the relationship: 

8 = 1.145 ya (2.3) 

The effect of transition to turbulence can simulated by setting p, 
equal to zero everywhere in a profile for which the maximum 
tentatively computed value of p., from the foregoing relations is 
less than a specified value (Baldwin and Lomax, 1978): 

p, = 0 if (p,)mJp0 < 14 (2.4) 

In cases where the transition onset is forced by an external action 
(e.g., roughness elements) it can be imposed by setting p, equal to 
zero in laminar regions and switching the laminar boundary layer 
directly to a fully turbulent boundary layer (user defined). The 
main drawback of the model is its inability to deal accurately with 
a complex wake flow. 

One-Equation Turbulence Model of Spalart-AUmaras 
(1994). This model is based on a transport equation written for a 
variable linked to the eddy viscosity by 

Pl=fvlfi fv\ 
XJ P< 

x' + cl, X' p 
(3.1) 

The transport equation is then written in integral form as: 

dp 

at 
dV+ EMdS RiAdS = H J W 

R-SA = ^ - ^ V f - J -n;ESA = p(w-n) (3.2) 

This equation is basically of similar form as the equations for 
conservative flow variables (Eq. (1.1)). The only major difference 
is that the turbulence equation contains a source term HSA. 

H M = c M ( l -fl2)S(L-
cwltw 

PK2fl2 

"Production Term" 
"Destruction Term" 

+ ^H?)i w' 

s = ini + 
p«y 

fvl\ f\ 

"First Order Diffusion Term" 

X 

"Ignition Term" 

f« = 8 
i + ct 

1 + cvlfvl 

= r + c„,2(r
6- r); 

PSKY 
(3.3) 

To define the laminar/turbulent transitional behavior, the following 
relations are necessary: 

fn = Cng, exp( - C , 2 -jr~2 (y2 + (g,dt)
2)) 

fl2 = C,3 exp(-C f4x2); g, = min 0.1, 
AV \ 

HAXJ (3.4) 

The transition onset location (hereafter called trip) is fixed by 
the user, d, is the distance from the grid point to the trip, il, is 
the vorticity at the trip, Ax, is the grid spacing along the wall at 
the trip location, and A V is the difference between the velocity 

Nomenclature 

c = chord length 
cp = specific heat at constant pressure 
e = total energy per unit volume 
k = turbulent kinetic energy 

/„ = mixing length 

p = static pressure 
Pt = production of turbulent kinetic 

energy 
t = time 

T = temperature 
7" = temperature fluctuation 
u, = Cartesian velocity components 

U'j = velocity fluctuations w = velocity vector 
Xi = Cartesian coordinates TS = cell interface shear stress 

y = minimum distance to the wall vector 
8 = shear layer thickness ?ii = components of the shear 

S« = Kronecker delta stress tensor 
6 = dissipation of turbulent kinetic iS = cell interface heat flux 

energy q, = components of the heat 

y = ratio of specific heats flux vector 

/A = molecular and turbulent viscosity E, ESA, E"' = convective fluxes 

p = density Q, Q' 6 = vector of conserved vari
0, = vorticity of the flowfield ables 
n = outward unit vector normal to 

cell interface 
R, Rs\ R*e = diffusive fluxes 
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at the grid point and the velocity at the trip. The model coef
ficients are: 

f'n 1 + ch2 

c.,, = 0.1355; c,,2 = 0.622; c.,,, = — H ; 
K cr 

c„,2 = 0.3; cw3 = 2.0; cv, = 7.1; <r = |; K = 0 . 4 1 ; 

cn = 1; ci2 = 2; c,3 = 1.2; c,4 = 0.5 

The boundary conditions are: 

• Wall condition: jx = 0 
• Inlet condition: Spalart and Allmaras (1994) propose the 

following value for the turbulent variable which implies a 
very low value for the actual eddy viscosity: /l//x = 0.1. 

• Outlet condition: A simple extrapolation is used to transport 
information from the computational domain to the outside. 

Low-Reynolds-Number k-e Model of Biswas and Fukuyama 
(1994). The main drawback of the two proceeding models is that 
they do not depend upon turbulence properties, e.g., free stream 
turbulence. The use of field equations to describe characteristic 
turbulence scales is therefore at the origin of this third approach. 

Various low-Reynolds-number k~e models have been devel
oped so far, which differ through the use of different damping 
functions, constants, and extra source terms (e.g., Biswas and 
Fukuyama, 1994). Also boundary conditions vary between some 
models. The damping functions are only active close to solid walls 
and make it possible to solve k and e down to the viscous sublayer. 
However, all models are such that when/M,/,, and/2 are set to 1, 
the standard high-Re k-e model is obtained. 

The two equations of this model can be written in integral form, 
similar to Eq. (3.2): 

• Inlet conditions: 

dQ1" 
dV + EkedS Kk£dS = Hk€dV 

Rk 

Qke = [pk, pe]r 

^ + — \vk-h 

Eke = Qk€(w-n); 

P, 
H + Pr, 

Ve-n 

H* pe, ^ ( / iC e ,P t • •fiCeipe) (4.1) 

* " aXj' 

where the eddy viscosity and turbulent Reynolds numbers are 
obtained from 

Pi ^fiJti 
pk2 

Re, 
pk2 

ixe ' Re„ 
pyfi 

(4.2) 

The damping functions and model constants are defined as fol
lows: 

/ „ = [1 - exp ( -Re , /150 ) ] [ l + 18.5/Re,] 

/ , = 1 + 0.3 exp(-(Re, /50)2) 

/ 2 = [1 - 0.3 exp(-(Re, /6.5)2)][1 - exp(-Rev /10)] 

C„ = 0.09; Cf, 

Pr t = 1.4; 

1.46; C£2= 1.9; 

Pr = 1.3 (4.3) 

The boundary conditions are: 

• Wall conditions: k = 0, de/dy = 0 

k = 3 Tu2W?/2, = Cj'4*3 2/Z (4.4) 

where Wt is the inlet velocity, Tu the turbulence intensity, and /„, 
the mixing length (in the range of 1 percent of the chord length) 

Outlet condition: A simple extrapolation is used. 

Leading Edge Problems. Most k-e models give overly high 
levels of turbulent energy in stagnation point regions. This is 
because the Boussinesq assumption fails in flows with large nor
mal strain, and this results in excessive production of turbulent 
energy in stagnation flows. These disturbances are convected 
downstream and can influence the entire boundary layer. One way 
to overcome these problems is using a modified production term. 
The modification used was suggested by Kato and Launder (1993) 
for the simulation of vortex shedding behind square cylinders. The 
idea is to replace the strain rate with the vorticity in the production. 
The expression for the new production term is given by 

P, •S'Q,: 

dUj dlij 

dx: dXj 
fl=V2 

diij 

dx; 

duA 

dx,) 
(4.5) 

All turbulence models were tested on simple flat-plate benchmark 
problems and on transonic airfoil test cases to assure a correct 
implementation before using them in cascade simulations (Artner, 
1997). 

Numerical Method 
The governing equations are treated in conservative form (Eqs. 

(1.1), (3.2), (4.1)) and discretized in time using the Euler implicit 
method leading to a set of nonlinear finite difference equations, 
which is solved using a Newton procedure. In stationary simula
tions convergence is optimized by using a local time step based on 
a local stability criterion. 

Inviscid Fluxes. The convective (Euler) parts E, ESA, E*6 are 
discretized using a third-order-accurate, TVD-upwind, cell-
centered finite volume scheme. When solving transport equations 
for turbulent quantities, a more stable first-order upwind scheme is 
used. The TVD scheme is based on the MUSCL type of an upwind 
scheme, which consists of a projection stage and an evolution 
stage. In the projection stage, left and right states at each cell 
interface are determined by extrapolating the cell-centered values 
of the conservative variables toward the cell interface. In the 
evolution stage, the inviscid flux is evaluated by solving the 
Riemann problem between left and right states using Roe's ap
proximate Riemann solver (Sanz et al., 1995). 

Viscous Fluxes. In order to construct the numerical viscous 
flux vector at the cell interfaces R, RSA, Rke, it is necessary to 
evaluate first-order derivatives of the velocity components, the 
speed of sound and the turbulent quantities, which is done in a 
central-differencing manner, using Green's theorem (e.g., Fu-
rukawa et al., 1991). The time linearization of the viscous flux 
vector is performed by applying the thin-layer approximation for 
the implicit side of the equations. 

Source Terms. The source terms HSA, Hk€ are evaluated as 
cell averages. To estimate the gradients present in the source 
terms, a cell-centered finite volume scheme is used. This gives a 
second-order accurate estimation of the gradients. For the implicit 
side of the equations, a true linearization of the source terms is 
performed. 

Boundary Conditions. In the present cell-centered scheme, 
phantom cells are used to handle all boundaries. According to the 
theory of characteristics, flow angle, total pressure, total temper
ature, and isentropic relations are used at the subsonic axial inlet, 
whereas all variables are prescribed at the supersonic inlet. At the 
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Fig. 1.1 Grid 1: periodic O-type grid with inlet and outlet patches (in 
total: 12,806 cells) 

subsonic axial outlet the average value of the static pressure is 
prescribed, density and velocity components are extrapolated, 
whereas all variables are extrapolated at supersonic axial outlet. 
On solid walls, the pressure is extrapolated from the interior points 
and the nonslip adiabatic or isothermal condition is used to com
pute density and total energy. 

Computational Grids. All meshes are generated with an al
gebraic multiblock grid generator based on Bezier curves and 
Bezier surfaces (Gehrer et al., 1996). All results presented here 
have been verified on different grids (10,000 to 18,000 cells) to 
ensure grid-independent solutions. Two examples of computa
tional grids can be found in Figs. 1.1 and 1.2. 

Grid 1 (Fig. 1.1) consists of three different blocks and avoids 
strongly skewed cells. The periodic O-mesh around the blade 
enables a good resolution of the leading and trailing edge flow. 

Grid 2 (Fig. 1.2) is basically a periodic H-type grid with an 
additional outlet patch and an O-grid around the blade. Strongly 
skewed cells are avoided and the number of cells is 10,101. All 
meshes allow an easy switch between Euler and Navier-Stokes 
grids by just refining the inner part of the O-grid normal to the 

• Experiment, M2is=0.84 

— Computation, M2is=0.84 1.2 ~ 

• Experiment, M2is=0.84 

— Computation, M2is=0.84 
i i 
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i i 
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Fig. 1.2 Grid 2: periodic H-type grid with additional outlet patch and 
O-grid around the blade (in total: 10,101 cells) 

Fig. 2.1 Inviscid computation Mach number distributions 

blade surface. For heat transfer calculations, the first cell at a solid 
boundary is placed below approximately Y+ = 0.2-0.4. 

Test Case 
The test case considered is a highly loaded transonic turbine 

guide vane designed at the von Karman Institute (VKI). The 
measurements were performed in the VKI short duration isentropic 
light piston compression tube facility, allowing a correct simula
tion of Mach and Reynolds numbers, as well as of the gas to wall 
temperature ratio compared to the values currently observed in 
modern aero engines. The experimental program consisted of 
Schlieren visualizations, blade velocity distribution measurements 
by means of static pressure trappings and blade convective heat 
transfer measurements by means of platinum thin films. The wall 
temperature/wall heat flux conversion was obtained from an elec
trical analogy, simulating a one dimensional semi-infinite body 
configuration (Schultz and Jones, 1973). 

The blade shape was optimized for a downstream isentropic 
Mach number equal to 0.9 by means of an inverse method, devel
oped at VKI (Van den Braembussche et al., 1989). The most 
important geometric characteristics of the blade are: 

Chord: 67.647 mm 
Pitch/chord: 0.85 
Throat/chord: 0.2207 
Stagger angle from axial direction: 55 deg 

The experimental data have been taken from Arts et al. (1990) and 
Arts et al. (1994). A rigorous definition of measured quantities is 
given in the same references. 

Simulations 

Inviscid Computation. This computation was carried out to 
validate the inviscid part of the solver. In this case the pressure 
ratio corresponds to an isentropic exit Mach number of M2is = 
0.84. The calculated and measured isentropic Mach number dis
tributions on the blade surface are compared in Fig. 2.1. Despite 
the absence of the boundary layer the agreement is very satisfac
tory. 

Test Case TUC004. The experimental results were obtained 
by forcing an early transition onset both along suction and pressure 
side by means of film cooling holes acting as roughness elements 
(no cooling flow was of course injected). The flow conditions 
correspond to an isentropic exit Mach number of M2is = 0.9, an 
exit Reynolds number of Re2 = 1.06 X 106, and a free-stream 
turbulence intensity of Tu = 1 percent. 

Numerical results were obtained with the mixing length model 
and with the Spalart-Allmaras model. For both turbulence models 
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Fig. 3.1 Test case TUC004 Mach number contours Fig. 4.1 Test case MUR235 Mach number contours 

transition was imposed at the position of film cooling holes. As the 
transition onset was due to a purely external action, there was no 
reason to run the A-e-model. 

Figure 3.1 shows the Mach number distribution for the com
puted result obtained with the Spalart-Allmaras model. Figure 3.2 
contains the respective heat transfer results for both suction and 
pressure side. Both calculations gave identical results for the 
laminar part of the boundary layer. 

The mixing length model gives rather good results along the 
suction side in the fully turbulent part of the boundary layer, 
whereas transition is too abrupt. Here the laminar boundary layer 
is just switched directly to a fully turbulent boundary layer causing 
overly high values for the heat flux in the transitional area. Espe
cially along the pressure side, this crude transition modeling leads 
to an overestimation of the heat transfer rate, as indicated by the 
sharp increase of the heat transfer coefficient. With a more refined 
transition region treatment this might be fixed (e.g., Lefebvre and 
Arts, 1997). 

The Spalart-Allmaras model shows very good agreement with 
the experimental data (as opposed to results obtained with unstruc
tured grids, presented by Lefebvre and Arts, 1997) along suction 
and pressure side. 

Test Case MUR235. The calculations for this test case were 
performed with all three turbulence models. The flow conditions 
correspond to an isentropic exit Mach number of M2is = 0.927, an 
exit Reynolds number of Re2 = 1.15 X 106, and a free-stream 
turbulence intensity of Tu = 6 percent. 

The transition onset location based on the measured data was 
imposed for the Spalart-Allmaras model at sic = 0.8 at the 
suction side. It was automatically predicted by the mixing length 
model and by the low-Re k-e model. Figure 4.1 shows the Mach 
number distribution for the computed result obtained with the 
low-Re k-e model. 

Mixing-Length Model, Spalart-Allmaras Model. This test case 
is characterized by a higher value of free-stream turbulence. The 
results obtained with the mixing length model and with the 
Spalart-Allmaras model (Fig. 4.2) were therefore relatively far 
from the measured data in the laminar regions (on the whole 
pressure side and on about the first half of the suction side). They 
could not take into account the increase of laminar heating due to 
the increase of free-stream turbulence intensity. On the other hand, 
both models predict relatively well the heat transfer rates along the 
fully turbulent part of the boundary layer. 

a Experiment 
• " -Calculated: mixing length model 

Calculated: Spalart-Allmaras model 
— "TRIP 

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.J 
s/c 

pressure side <-1 -> suction side 

1 1.2 1.4 

a Experiment 

" • -calculated: mixing length model 

calculated: Spalart-Allmaras model, s_t/c=0.8 

TRIP (Spalart-Allmaras model) 

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.S 
s/c 

pressure side <-1 -> suction side 

1 1.2 1.4 

Fig. 3.2 Heat transfer results for test case TUC004 
Fig. 4.2 Heat transfer results for test case MUR235 mixing length model 
and Spalart-Allmaras model 
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Experiment 

-calculated: 

-calculated: 

Fig. 4.3 Test case MUR235 turbulent kinetic energy contours k-e model 
without Kato-Launder modification; /m,miet/c = 0.05 

Transition is predicted too early and too abruptly by the mixing 
length model in combination with the transition criterion given in 
Eq. (2.4). The overall behavior in the transitional-turbulent region 
is captured quite well by the Spalart-Allmaras model. 

Low-Re k-e Model—Leading Edge Problems. First calcula
tions with the low-Re k-e model were done without the mod
ified version of the production term suggested by Kato and 
Launder (1993). The standard formulation for the production 
(Eq. (4.1)) gave very high levels of turbulent energy in the 
stagnation point region (Fig. 4.3). These disturbances are con-
vected downstream, causing too early a transition and a large 
overshot in the heat transfer (Fig. 4.4). In order to avoid these 
high levels of turbulent kinetic energy in the stagnation point 
region, the Kato and Launder modification of the production 
term, which improved the results significantly (see below), was 
used for all results presented hereafter. 

Low-Re k-e Model—Influence of Variation of l,„ at the Inlet, 
When using a k-e turbulence model, the value for /,„ at the inflow 
boundary is often a bit ambiguous. Therefore the influence of /„, at 
the inflow on the solution has been investigated by varying /,„ in 
the range of IJc = 0.005 to 0.05 (Fig. 4.5). A value of IJc = 
0.05 at the inlet (together with the Kato-Launder modification) 
gave rather satisfactory results, especially regarding the laminar 
part of the boundary layer on the first half of the suction side and 
the fully turbulent part of the boundary layer. Transition was 
predicted slightly too early. 

Decreasing /„ by a factor of 10 to a value of IJc = 0.005 
(which is equivalent to an increase of e at the inlet, Eq. (4.4)) 
causes the transition to move downstream and reduces the heat 

k-eps model, with Kato & Launder Modification, lnVc=0.005 

k-eps model, with Kato & Launder Modification, lnVc=0.05 

1.2 1.4 

pressure side <-1 -> suction side 

Fig. 4.5 Heat transfer results for test case Mur235 k-e model with 
Kato-Launder modification influence of variation of /„, at the inlet 

transfer rates in the laminar parts of the boundary layer on pressure 
and suction side. Overall, the results were closer to the measured 
data, which demonstrates the ability of the model to take into 
account the free stream turbulence intensity. 

Test Case MUR222. The flow conditions for this test case 
correspond to an isentropic exit Mach number of M2is = 1.1, an 
exit Reynolds number of Re2 = 5 X 105, and a free-stream 
turbulence intensity of Tu = 6 percent. In this case the boundary 
layer on the suction side remains in a pseudolaminar state over a 
large part of the blade. The calculations for this test case were 
performed with all three turbulence models. The transition onset 
location based on the measured data was imposed for the Spalart-
Allmaras model at sic = 1.1 at the suction side. 

Regarding the low-Re k-e model, we used the Kato and Laun
der modification of the production term in order to avoid leading 
edge problems and /,„ at the inlet was set to IJc = 0.05, which 
appeared to be a good choice for the previous test case MUR235. 

Figure 5.1 contains the computed Mach number contours show
ing a pronounced trailing edge shock wave. The results for the heat 
transfer rate (Fig. 5.2) show that both the algebraic and the one-
equation model underpredict the heat flux in the pseudolaminar 
regions. Similar to test case Mur235, the algebraic model gives 
transition too early. The result obtained with the low-Re k-e 
model is closer to the experimental data but the two-equation 
model still underpredicts the heat flux on the pressure side. How-

° Experiment 

— calculated: k-eps model, without Kato & Launder Modification, 
lm/c=0.05 

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4 
s/c 

pressure side <-1 -> suction side 

Fig. 4.4 Heat transfer results for test case Mur235 (k-e model without 
Kato-Launder modification) 
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o Experiment 
calculated: k-eps model, with Kato & Launder Modification, lm/c=0.05 

" " "calculated: Mixing Length Model 
calculated: Spalart - Allmaras 

~~ * Trip (Spalart - Allmaras) 

s/c 
pressure side <-1 -> suction side 

Fig. 5.2 Heat transfer results for test case MUR222 

ever, the transition onset location on the suction side was very 
accurately predicted. 

Conclusions 
External heat transfer predictions in a highly loaded transonic 

linear turbine guide vane cascade have been successfully per
formed by means of an implicit Navier-Stokes solver. Three 
different turbulence models have been investigated: 

The mixing length model gave good heat transfer predictions for 
cases with low free-stream turbulence levels, especially for the 
fully turbulent boundary layer, but it needs to be complemented 
with a more sophisticated transition model, as reported by 
Migliorini and Michelassi (1997). The main drawback is its lack of 
generality, which prevents its correct application for complex 
geometries. 

The Spalart-Allmaras model avoids the problems of the mixing 
length model as it can be applied on any configuration. The heat 
transfer predictions showed very satisfactory agreement with ex
perimental data regarding flows with low free-stream turbulence 
levels and with a clearly defined transition onset location. The 
Spalart-Allmaras model suffers from its inability to predict tran
sition automatically and cannot properly take into account higher 
levels of free-stream turbulence levels. 

Due to the fact that low free-stream turbulence intensity cases 
seldom exist in real turbines, the application of the mixing length 
model and the Spalart-Allmaras model to heat transfer calcula
tions in turbomachinery is fairly limited. 

The low-Re k-e model of Biswas and Fukuyama appears to be 
more general. It detected transition onset by itself and took into 
account the effect of free-stream turbulence intensity. Overly high 
values of turbulent kinetic energy at the leading edge could be 
suppressed by combining the model with a modified version of the 
production term according to Kato and Launder (1993). Moreover, 
the model appeared to be rather sensitive to the inlet boundary 
condition for e. For the test cases investigated in this work, a value 

of IJc = 0.05 for the mixing length at the inlet gave results, 
which indicate that the overall behavior of this two-equation model 
is promising. Nevertheless, further investigations are necessary to 
meet the desired prediction capability. 
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Physics of Hot Crossflow 
Ingestion in Film Cooling 
Computational fluid dynamics (CFD) is used to isolate the flow physics responsible for hot 
crossflow ingestion, a phenomenon that can cause failure of a film cooled gas turbine 
component. In the gas turbine industry, new compound-angle shaped hole (CASH) 
geometries are currently being developed to decrease the heat transfer coefficient and 
increase the adiabatic effectiveness on film cooled surfaces. These new CASH geometries 
can have unexpected flow patterns that result in hot crossflow ingestion at the film hole. 
This investigation examines a 15 deg forward-diffused film hole injected streamwise at 35 
deg with a compound angle of 60 deg (FDIFF60) and with a length-to-diameter ratio 
(LID) of 4.0. Qualitative and quantitative aspects of computed results agreed well with 
measurements, thus lending credibility to predictions. The FDIFF60 configuration is a 
good representative of a typical CASH geometry, and produces flow mechanisms that are 
characteristic of CASH film cooling. FDIFF60 has been shown to have impressive 
downstream film cooling performance, while simultaneously having undesirable ingestion 
at the film hole. In addition to identifying the physical mechanisms driving ingestion, this 
paper documents the effects on ingestion of the blowing ratio, the density ratio, and the 
film hole Reynolds number over realistic gas turbine ranges of 0.5 to 1.88, 1.6 to 2.0, and 
17,350 to 70,000, respectively. The results of this study show that hot crossflow ingestion 
is caused by a combination of coolant blockage at the film hole exit plane and of crossflow 
boundary layer vorticity that has been re-oriented streamwise by the presence of jetting 
coolant. Ingestion results when this re-oriented vorticity passes over the blocked region 
of the film hole. The density ratio and the film hole Reynolds number do not have a 
significant effect on ingestion over the ranges studied, but the blowing ratio has a 
surprising nonlinear effect. Another important result of this study is that the blockage of 
coolant hampers convection and allows diffusion to transfer heat into the film hole even 
when ingestion is not present. This produces both an undesirable temperature gradient 
and high temperature level on the film hole wall itself. Lessons learned about the physics 
of ingestion are generalized to arbitrary CASH configurations. The systematic computa
tional methodology currently used has been previously documented and has become a 
standard for ensuring accurate results. The methodology includes exact modeling of flow 
physics, proper modeling of the geometry including the crossflow, plenum, and film hole 
regions, a high quality mesh for grid independent results, second order discretization, and 
the two-equation k-e turbulence model with generalized wall functions. The steady, 
Reynolds-averaged Navier-Stokes equations are solved using a fully elliptic and fully 
implicit pressure-correction solver with multiblock unstructured and adaptive grid capa
bility and with multigrid convergence acceleration. 

1 Introduction 
The gas turbine industry is constantly striving to produce more 

cost-effective and energy-efficient engines. To improve the effi
ciency of the thermodynamic cycles, designers are increasing 
turbine inlet temperatures. Already, temperatures of the flow ex
iting the combustion chamber in today's engines are exceeding the 
melting temperatures of the metals that comprise the turbine com
ponents. To compensate, cooler air is pulled from the high-
pressure compressor and is injected through small strategically 
placed holes on the metal surfaces in the turbine section. This 
practice is known as "film cooling," and the goal is to form a thin 
coating of relatively cool air over the metal to protect it from the 
high temperatures of the crossflow. The drawback is that film 
cooling reduces the efficiency of the engine. Currently, the drive 
for high efficiency is pushing crossflow temperatures in the turbine 
components higher while simultaneously pushing to reduce the 

Contributed by the International Gas Turbine Institute and presented at the 43rd 
International Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, 
Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine 
Institute February 1998. Paper No. 98-GT-191. Associate Technical Editor: R. E. 
Kielb. 

amount of coolant used to protect the metal, thus creating a need 
for innovative film cooling configurations. 

The jet-in-crossflow interaction found in film cooling inherently 
contains complex flow mechanisms that disrupt the layer of cool
ant on the metal. The challenge to designers is to control the flow 
mechanisms such that a uniform layer of coolant is produced. 
Compound-angle shaped hole (CASH) geometries have come to 
the forefront as a promising way to reduce undesirable flow 
phenomena, such as jet lift-off. Currently, the flow mechanisms in 
CASH film cooling are not well understood, which limits the 
prediction of problems such as hot crossflow ingestion and there
fore limits the design capability. Properly validated CFD models of 
film cooling can be used as an accurate predictive tool in CASH 
design to save time and money by reducing the number of expen
sive experimental tests required. 

2 Literature Review 

The number of papers in the open literature that study CASH 
configurations is very limited. In addition, there are currently no 
known papers that study the physics of hot crossflow ingestion for 
CASH geometries. 

Experimental studies that examine a CASH configuration are 
the companion papers Schmidt et al. (1996) and Sen et al. (1996) 
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and the thesis by Schmidt (1995). The specific CASH configura
tion studied was a single row of cylindrical holes with a = 35 deg, 
<t> = 60 deg, LID = 4.0, PID = 3.0, and a 2. ID long metering 
section followed by a 15 deg forward-diffusing section. The blow
ing ratios studied were 0.63, 1.25, and 1.88. Results of adiabatic 
effectiveness were reported for a density ratio of 1.6, and results of 
the heat transfer coefficient were reported for a density ratio of 1.0. 
No results of flowfield data were reported. The surface results 
showed excellent lateral spreading of the coolant and better adia
batic effectiveness than cylindrical film hole geometries with 
streamwise injection. 

The only known computational study in the open literature that 
examines CASH configurations is Brittingham and Leylek (1997), 
which was part of a four-paper series. The first part of the series, 
Walters and Leylek (1997b), detailed the flowfield characteristics 
for streamwise-injected cylindrical film holes. The second part, 
McGovern and Leylek (1997), studied compound-angle injected 
cylindrical holes, including a cylindrical hole with D = 11.1 mm, 
a = 35 deg, * = 60 deg, LID = 4.0, and PID = 3.0. No hot 
crossflow ingestion was found for this configuration, but blockage 
of the coolant by the crossflow along the upstream edge of the film 
hole exit plane (FHEP) was present. The third part, Hyams and 
Leylek (1997), studied streamwise-injected shaped holes, includ
ing a configuration with D = 11.1 mm, a = 35 deg, LID = 4.0, 
PID = 3.0, and a metering length of 2. ID followed by a 15 deg 
forward-diffused section. No ingestion or coolant blockage by the 
crossflow at the FHEP was found. Brittingham and Leylek studied 
two CASH configurations at blowing ratios of 1.25 and 1.88. The 
first configuration was studied for a density ratio of 1.60 and is 
identical to the FDIFF60 geometry studied in this paper and shown 
in Fig. 2. Hot crossflow ingestion and blockage of the coolant 
along the upstream edge of the FHEP were found to be present. 
The conclusions were that the ingestion seemed to be nonlinear 
with respect to the blowing ratio, and that superposition of the 
flowfield for the streamwise-aligned forward-diffused geometry 
(Hyams and Leylek) and of the flowfield for the cylindrical hole 
with <J> = 60 deg (McGovern and Leylek) does not apply. No 

conclusions as to the physical mechanisms causing the ingestion 
were made. The other configuration studied by Brittingham and 
Leylek was a 12 deg laterally expanded hole with <t> = 45 deg. No 
crossflow ingestion was present for this configuration. 

Several experimental studies in the open literature have ob
served the presence of hot crossflow ingestion, but none have 
specifically studied its physics. One paper that indicates the pres
ence of crossflow ingestion is the experimental research by Thole 
et al. (1998), which studied streamwise-aligned shaped holes. The 
research included a forward-lateral-expanded hole with 15 deg 
forward expansion and 14 deg lateral expansion, supplied by a 
coflowing coolant channel rather than by a plenum. The forward-
lateral-expanded hole configuration had some advantages, but also 
showed crossflow ingestion, which is best summarized by the 
authors: "The primary disadvantage, however, for the forward-
laterally expanded hole is that even though the blowing ratio was 
quite high, the jet exits primarily from the leeward side of the 
cooling hole, thereby allowing ingestion of the mainstream fluid 
into the windward side of the cooling hole." 

3 Present Contributions 
As discussed in the preceding literature review, a detailed un

derstanding of hot crossflow ingestion has not been documented in 
the open literature, and studies of CASH geometries are few in 
number. In light of this, contributions of the present study are: 

• documentation of the physics governing hot crossflow in
gestion. 

• explanation of the effects of blowing ratio, density ratio, and 
film hole Reynolds number on hot crossflow ingestion. 

• identification of coolant blockage at the film hole exit plane 
as a phenomenon that hampers convection and allows dif
fusion to transfer heat into the film hole. 

• addition to the database and knowledge base for CASH. 
• demonstration of CFD's ability to generate accurate and 

consistent results for jet-in-crossfiow interactions, especially 
as a reliable predictive design tool for CASH film cooling. 

N o m e n c l a t u r e 

AR = 
CASH = 

C, = 

D = 

DR = 
FDIFF = 

FDIFF60 = 

FHEP = 
L = 

LE = 

LID = 

M = 

P. 
PID 

Re 
T 

area ratio 
compound-angle .shaped hole 
coefficient of pressure = 
P,/Q.5pv2 

diameter of metering section 
of film hole, mm 
density ratio = p /p* 
/orward-o'y§fused streamwise-
aligned configuration 
/orward-df/jtised <1> = 60 deg 
configuration 
fi\m hole exit plane 
length of film hole 
leading edge of film hole 
exit plane 
length-to-diameter ratio of 
film hole 
mass flux (or blowing) ratio 
= (pjVj)/(p„vx), where v; is 
mean jet velocity defined in 
hole metering section 
lateral distance between two 
adjacent film holes, mm 
static pressure, Pa 
pitch-to-diameter ratio of 
film hole 
Reynolds number 
local fluid temperature, K 

TE = trailing edge of film hole exit 
plane 

tke = turbulent kinetic energy, m2/s2 

v = local fluid velocity vector = 
vj + vyj + vjc 

v = magnitude of local velocity 
vector = \v\, m/s 

vs = component of local velocity 
vector in the x direction, m/s 

vy = component of local velocity 
vector in the y direction, m/s 

v, = component of local velocity 
vector in the z direction, m/s 

VR = local velocity normalized by 
mean crossflow velocity = 
v/v„ 

VR yj = velocity y component normal
ized by mean jet velocity = 
VyIVj 

x, y, z = Cartesian coordinate system 
axes 

y+ — nondimensional wall distance 
= yVhJ/pJv„ 

a = injection angle measured from 
the x-z plane, deg 

S = boundary layer thickness, m 
e = dissipation rate of turbulent 

kinetic energy, m2/s3 

$ = compound angle measured 
from the x-y plane, deg 

= adiabatic effectiveness = (T„ 
" Tm)/(T. ~ Tj) 

= laterally averaged adiabatic 
effectiveness 

= nondimensional fluid tempera
ture = (T - Tj)/(T„ - Tj) 

— density, kg/m3 

shear stress, Pa 
kinematic viscosity, m2/s 
vorticity vector = £J + £,Jt 
+ & 

£, = component of the vorticity vec
tor in the x direction, 17s 

£, = component of the vorticity vec
tor in the y direction, 1/s 

£z = component of the vorticity vec
tor in the z direction, 1/s 

V 

V 

P 
T = 

V = 

1 = 

Subscripts 
aw = adiabatic wall 
fh = condition inside film hole 
j = coolant jet condition 
w = condition at wall 
co = mainstream condition at cross-

flow inlet plane 
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Coordinate Origin X 

M 

Upstream 

(a) TTTTE d 9 e 
(a> Crossflow 

(b) 

Fig. 1 Definition of terminology for (a) angles and (b) film hole locations 
(top-down view) 

4 Computational Details 
A consistent terminology will be used to describe locations in 

the domain. The definitions of the angles a and <E> are shown in 
Fig. 1(a), and definitions of the leading edge (LE), trailing edge 
(TE), upstream edge, and downstream edge of the film hole are 
shown in Fig. 1(b). The viewing angle in Fig. 1(b) is an aerial view 
of the film hole from directly above and will be used extensively 
throughout the paper. If no crossflow were present the coolant 
would exit the film hole from the LE to the TE. The upstream edge 
is the part of the film hole exit plane (FHEP) that is exposed to the 
hot crossflow, and the downstream edge is the side facing the test 
surface. The origin of the coordinate system is located at the point 
of the film hole edge that is located farthest downstream. Cross-
flow moves in the +x direction as shown by the coordinate axes in 
the figure. The current computational geometry is an exact replica 
of the experimental setup of Schmidt et al. (1996) and Sen et al. 
(1996), and is detailed in Fig. 2. Film hole diameter is 11.1 mm 
along a metering length of 2.1 diameters before the start of the 15 
deg diffusing section. 

The computational domain is displayed in Fig. 3. Turbulent 
kinetic energy, turbulent dissipation rate, and velocity profile of 
the crossflow at the inlet plane were set at 10 diameters upstream 
of the LE of the film hole, which is well before the crossflow 
experiences any influence from the coolant. The plenum velocity 
inlet, convection outlet, and top zero-normal-gradient slip-plane 
were all placed well away from the jet-in-crossfiow interaction. In 

FDIFF60 

0=60° 

a=35° 

L7D=4.0 

P/D=3.0 

D=11.1mm 

Zero-Normal Gradient Crossflow Periodic 
/ Condition . Reoion v Repeating 

T~ r~^ -~ - " : a ^~ : : : r . z r - - - _ / / / Planes 

I I V„ / ~~~~-~~-7! 3D - y 
10D 

Convection M I 
Outlet | J 

Condition "~ " \ I i 

Velocity Inlet 
Condition 

- - - - - j / ' 

Fig. 3 Computational model utilized in the present study, showing 
extents of the domain and the boundary conditions 

order to simulate a row of holes, periodic repeating planes were 
used on both sides of the film hole to handle the asymmetric nature 
of the flow at and downstream of the film hole. Therefore, the flow 
that exits the domain on one side re-enters the domain with the 
same properties on the other side as if it were coming from the 
adjacent film hole. Following the same practice as the laboratory 
experiments, the conditions at both the crossflow and plenum inlets 
were adjusted as necessary to set the key parameters for each of the 
seven test cases listed in Table 1. The crossflow temperature was 
kept constant at 300 K for all the cases, and the coolant temper
ature was varied to produce the desired density ratio. To set the 
blowing ratio, the crossflow velocity was varied. The boundary 
layer thickness at the leading edge of the film hole was held 
constant at 81D = 0.5. Inlet turbulence intensity was 0.7 percent, 
and characteristic length scale was 1/100 of the crossflow inlet 
height. 

5 Computational Methodology 

The computational methodology utilized has been fully docu
mented by Walters and Leylek (1997a). This methodology ensures 
accurate and consistent results and is represented by the hierarchy 
shown in Fig. 4. In summary, the most important step is to create 
a proper computational model of flow physics. A proper model 
includes a domain that extends into the film hole and plenum, as 
emphasized by Leylek and Zerkle (1994), and the application of 
proper inlet conditions. The next critical step is to create the exact 
film hole geometry in the computational model. The nonuniform 
rational b-splines (NURBS) based geometry generation in I-DEAS 
by SDRC, Inc., was utilized. A high-quality background grid was 
then created with the highest density of finite volumes in the film 
hole and in the area of the jet-in-crossfiow interaction. The back
ground grid consisted of 476,000 unstructured tetrahedrons with 
minimum skewness to ensure grid quality. In addition, the first 
layer of tetrahedrons against the walls were sized to result in y+ 

values suitable for use with generalized wall functions. The back-

Table 1 

Case* 
Blowing 

Ratio 
Density 
Ratio 

Film Hole 
Reynolds 
Number 

Section a-a Section b-b 

Fig. 2 Dimensions of current FDIFF60 geometry 

1 1.25 1.60 17,350 
2 1.25 2.0 17,350 
3 1.25 1.60 35,000 
4 0.5 1.60 17,350 
5 0.5 2.0 17,350 
6 0.5 2.0 70,000 
7 1.88 1.60 17,350 
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Fig. 4 Hierarchical representation of the computational methodology 

ground grid was refined in locations of high T, P„ tke, e, and v 
gradients using the hanging-node adaption capability of the Fluent/ 
UNS solver by Fluent, Inc., which preserves background grid 
quality in all subsequent refinement cycles. Convergence was not 
declared until the overall mass and energy imbalances dropped 
below 0.01 percent and until the profiles of T, P„ tke, e, v, and t] 
stopped changing in a number of critical areas. After every grid 
adaption, the simulation was run until full convergence using an 
HPC6000 computer from Sun Microsystems with 16 cpu's (250 
MHz) and 4 gigabytes of RAM. Grid independence was typically 
reached at around 800,000 to 900,000 tetrahedrons, when further 
adaption no longer changed the flow and fluid properties at critical 
locations in the domain. 

A second-order discretization scheme was utilized to reduce 
numerical viscosity. The turbulence model used was the standard 
two-equation k-e model with wall functions. In the past, this 
turbulence model has been criticized for its inability to handle the 
turbulent anisotropic spreading of the coolant jet in streamwise 
injected cases. In compound-angle film cooling, as the compound 
angle increases, one of the counterrotating vortices in the coolant 
wake gains strength and dominates. The resulting strong lateral 
convection in the wake dominates spreading of the coolant jet, 
therefore reducing the importance of the issue of turbulent anisot-
ropy, as demonstrated by McGovern and Leylek (1997) and Brit-
tingham and Leylek (1997). Thus, the standard two-equation k-e 
model with wall functions does not have difficulty predicting 
coolant jet spreading for compound-angle hole configurations. 

6 Model Validation 
The current computational methodology has been proven to 

produce results that agree well with experimental validation data. 
In relation to the current CASH geometry, the computational 
methodology was successfully applied to a streamwise-aligned 
forward-diffused geometry (FDIFF) by Hyams and Leylek (1997), 
to a compound-angle (<t> = 60 deg) cylindrical hole by McGovern 
and Leylek (1997), and to a CASH combination of the first two 
geometries (FDIFF60) by Brittingham and Leylek (1997). The 
computational results from these papers were compared to the 
experimental data of Schmidt et al. (1996) and to in-house exper
iments. Comparisons showed that the computational results were 
close to the experimental results and agreed well with the trends of 
the experimental data. Good agreement of experimental and com
putational results for FDIFF60 from Brittingham and Leylek are 
demonstrated by the plot of rj in Fig. 5 and by the plots of lateral 
variations of T/ at two downstream locations in Fig. 6(a, b). 

The good agreement shown between the experimental validation 
data and the computational results from Brittingham and Leylek 
not only validate the results of the computations, but also validate 
the computational grid, domain, and methodology used to obtain 
die results. The methodology, geometry, background grid, and 
boundary layer thickness at the leading edge (S/D = 0.5) for all 
seven of the current test cases are identical to the FDIFF60 study 
by Brittingham and Leylek. Only the crossflow inlet and plenum 
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Fig. 5 Comparison of computational and experimental streamwise 
variations of r) for FDIFF60 at M = 1.25, DR = 1.60, and Re(h = 17,350 
shows good agreement 

inlet conditions were changed from case to case to give different 
combinations of blowing ratio, density ratio, and film hole Reyn
olds number. Grid independence was established starting from the 
original background grid for each of the test cases. 

7 Results 
Only the flow mechanisms relevant to hot crossflow ingestion 

and to heat diffusion into the film hole are discussed. Downstream 
surface cooling, including adiabatic effectiveness and heat transfer 
coefficient, for the FDIFF60 geometry has already been docu
mented by Brittingham and Leylek (1997). The FDIFF60 geome
try is a typical CASH configuration, and the physics of ingestion 
and coolant blockage discussed in this paper are not limited to 
FDIFF60, but instead apply to CASH configurations in general. 

7.1 Influence on Ingestion of Flow Within Film Hole. The 
mechanisms responsible for hot crossflow ingestion begin inside 
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Fig. 6 Comparison of computational and experimental lateral 
distributions of r) for FDIFF60 at M = 1.25, DR = 1.60, and Re(h = 
17,350 at (a) xlD = 3 and (b) xlD = 15 shows good agreement 

Journal of Turbomachinery JULY 1999, Vol. 121 / 535 

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 7 Contours of VR along the film hole centerline show effect of 
blowing ratio on jetting for DR = 1.6, Refh = 17,350, and (a) M = 1.25 and 
(/>) M = 0.5 

the film hole. Coolant entering the film hole from the plenum is 
accelerated and is simultaneously turned to the injection angle of 
the film hole. Some of the coolant undergoes sharp turning of up 
to 145 deg at the film hole inlet, which produces a recirculation 
region on the TE side of the inlet. This recirculation region is a 
source of total pressure loss and results in a region of coolant with 
low momentum on the same side of the film hole as the TE (Fig. 
7(a)). The coolant on the LE side of the film hole is not slowed by 
the recirculation region and "jets" through the film hole. If the film 
hole were long enough, turbulence and secondary flow would 
diffuse the momentum of the jetting coolant, and fully developed 
pipe flow would result. Realistic film cooling geometries have 
short LID ratios, which results in nonuniform velocities at the 
FHEP. The purpose of the 15 deg diffusing section at the trailing 
edge is to slow the jetting coolant and reduce penetration of the 
coolant into the crossflow by increasing the cross-sectional area of 
the film hole. A measure of the increase in area is the area ratio 
(AR), which is the ratio of the FHEP area to the cross-sectional 
area of the metering section of the film hole. For the current 
FDIFF60 geometry, the AR is 4.15. With respect to ingestion, the 
problem of this CASH geometry is that the diffusing section is on 
the same side of the film hole as the low-momentum coolant 
region. Thus, the already low-momentum coolant flowing through 
the film hole on the TE side is further slowed, as shown in Fig. 
1(a), while the jetting coolant on the LE side of the film hole is 
relatively unaffected. In comparison, a laterally diffused geometry 
with an AR of only 3.31 was shown by Hyams and Leylek (1997) 
and Brittingham and Leylek (1997) to slow the jetting coolant 
more effectively, because the diffusing area was located next to the 
jetting coolant. The fact that the diffusing section of the present 
geometry has no effect on the jetting coolant while further slowing 
the already low-momentum coolant is a major factor contributing 
to both hot crossflow ingestion and to the diffusion of heat into the 

film hole, as described below. In general, any CASH configuration 
with the diffusing section near the low-momentum coolant region 
inside the hole will have a similar problem. 

Figure lib) shows contours of VR along the film hole centerline 
for a low blowing ratio of M= 0.5. Because the film hole Reynolds 
number is constant in Fig. 7, the velocities of the coolant inside the 
film hole are the same at both M = 0.5 and M = 1.25. Since the 
crossflow velocity is increased at M=0.5, the coolant cannot 
penetrate or jet into the higher momentum crossflow, which acts 
like a partial cover over the FHEP. Thus, the presence or absence 
of jetting coolant is not a function of coolant momentum alone but 
is a function of the relative coolant-to-crossflow momentum. In the 
next section coolant jetting will be shown to have a key role in hot 
crossflow ingestion. 

7.2 Flow at the Film Hole Exit Plane Relating to Ingestion. 
The flow characteristics of the coolant exiting the film hole are 
greatly affected both by the flow inside the film hole and by the 
crossflow. The crossflow sees the exiting coolant as an obstacle 
and attempts to push the coolant from the direction of the injection 
angle to the stream wise direction. Along the upstream edge of the 
film hole, the angle of the exiting coolant is changed most by the 
crossflow, while the coolant along the downstream edge of the film 
hole is somewhat protected by the coolant along the upstream edge 
and remains closer to the injection angle. Figure 8(a) shows 
contours of the injection angle (a) at the FHEP for M = 1.25, 
DR = 1.60, and Rem = 17,350 (Case 1). The contours of —a in 
the figure show the presence and location of ingestion. If no 
crossflow was present and if the coolant diffused properly inside 
the film hole, the coolant would exit at the same injection angle as 
the film hole metal angle (35 deg at the LE and 20 deg at the TE). 

'Pa th of Ingestion Crossflow 
(a) Vortex 

Fig. 8 Contours of a at FHEP show locations of ingestion and coolant 
blockage for DR = 1.60, Re,h = 17,350, and (a) M = 1.25 and (b) M = 0.5 
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Fig. 9 Contours of VRYJ at FHEP show location of ingestion for M = 
1.25, DR = 1.60, and Re,h = 17,350 

In contrast, the majority of the coolant along the upstream edge 
exits with a < 10 deg. Any low-momentum coolant exiting the 
film hole is easily turned by the crossflow. Some of the low-
momentum coolant along the upstream edge is immediately turned 
such that it does not even exit the film hole along this edge and 
thus is essentially blocked. The blocked coolant along the up
stream edge must flow just under the FHEP to a location along the 
downstream edge where it can exit the film hole. In contrast, the 
jetting coolant near the LE offers the greatest resistance to the 
crossflow and penetrates farther into the crossflow with higher a. 
Figure 9 shows contours of the y component of velocity at the 
FHEP normalized by the mean jet velocity (VRrj) for Case 1. The 
areas of high and low a in Fig. 8(a) correspond to areas of high and 
low VRyj in Fig. 9. Contours of —VRY1 in the figure show the 
presence and location of ingestion. Both contours of a and VR rj at 
the FHEP can be used to show jetting, blockage, and ingestion. 

Figure 10(a) shows contours of C,, along the test surface for 
Case 1. A high-pressure region is created upstream of the jetting 
coolant near the LE, where the crossflow impinges on the coolant. 
Since the jetting coolant has greater penetration into the crossflow 
than the low-momentum coolant and thus creates greater crossflow 
blockage, the center of the high-pressure region is located in front 
of the jetting coolant. This high-pressure region in Case 1 is great 
enough to cause the crossflow boundary layer to separate from the 
surface and form two legs of opposite rotating vorticity. These 
vorticity legs are analogous to horseshoe vortices that are formed 
by the rolling-up of the endwall boundary layer at the leading edge 
of an airfoil and endwall junction. One of the vorticity legs has 
positive jc-vorticity ( + £,) and wraps around the jetting coolant to 
the left of the LE (as viewed from upstream). The other vorticity 
leg has negative x-vorticity (— £x) and wraps around to the right of 
the jetting coolant (as viewed from upstream). This is not the first 
time that a horseshoe vortex structure has been observed in film 
cooling. Sgarzi and Leboeuf (1997) observed the formation of 
horseshoe vortices around a normally injected coolant jet. Figure 
11 shows contours of (x in a y-z plane at xlD = — 1. The left 
vorticity leg (4- £,) is squelched by strong — f, emanating from the 
film hole boundary layer along the downstream edge near the LE. 
The right vorticity leg (— f,) becomes streamwise aligned, passes 
over the FHEP, and forms the "ingestion vortex," which is directly 
responsible for hot crossflow ingestion. The path of the ingestion 
vortex over the film hole can be tracked by examining contours of 
£x at the FHEP as shown in Fig. 12. The ingestion vortex is marked 
by the trail of — £, crossing the film hole. The — £, along the 
downstream edge of the film hole originates in the film hole 
boundary layer. Any f, originating in the film hole boundary layer 
along the upstream edge would be +£,. Thus, the - £ t that is 
identified in Fig. 12 as the ingestion vortex could not have come 
from the film hole boundary layer. The reason that no vorticity 
comes from the film hole boundary layer along most of the 
upstream edge is that the coolant is blocked from exiting the film 

hole along that edge, as explained above. Thus, the ingestion 
vortex must be coming from the crossflow boundary layer vortic
ity. When the ingestion vortex passes over the area of coolant 
blockage along the upstream side of the FHEP, it causes hot 
crossflow to dip below the FHEP. The path of the ingestion vortex 
in Fig. 12 coincides with the region of ingestion marked by values 
of —a in Fig. 8(a) and by values of —VRyj in Fig. 9. The reason 
that the ingestion vortex does not cause ingestion along the down
stream side of the FHEP is that the ingestion vortex is pushed up 
away from the FHEP by coolant exiting along the downstream 
edge. For further visualization of the ingestion vortex, Fig. 13(a, b) 
shows two views of the path lines of particles released in the 

(a) Approximate Path of Horseshoe Vortices 

(b) No Horseshoe Vortices 

Fig. 10 Contours of Cp on wall outside film hole show effects of 
pressure for DR = 1.60, Re,h = 17,350, and (a) M = 1.25, (b) M = 0.5, and 
(c)M = 1.88 
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Fig. 11 Contours of f„ in y-z plane at xlD = - f show the location of the 
Ingestion vortex for M = 1.25, D = 1.6, Refh = 17,350 

crossflow boundary layer just upstream of the film hole. The path 
lines show the location and presence of the ingestion vortex, which 
has clockwise rotation ( —£,) as viewed from downstream. 

When no coolant jets out of the film hole, hot crossflow inges
tion does not occur. Contours of a for M = 0.5, DR = 1.60, and 
Ren, = 17,350 (Case 4) in Fig. 8(b) and contours of VRrj for Case 
4 in Fig. 14(c) show that neither jetting coolant at the LE nor hot 
crossflow ingestion is present. The contours of Cp on the metal 
surface surrounding the film hole for Case 4 in Fig. 10(6) show that 
the pressure in front of the LE of the film hole is significantly 
reduced in the absence of the jetting coolant. As a result, the 
crossflow boundary layer does not separate and the boundary layer 
vorticity is not reoriented. In general, any CASH configuration has 
potential for hot crossflow ingestion if the blowing ratio is large 
enough to cause strong jetting coolant at the leading edge of the 
film hole and if blockage of the coolant at the FHEP is found along 
the upstream edge. 

7.3 Diffusion of Heat Inside the Film Hole. The ingested 
crossflow does not impinge on the metal surface inside the film 
hole, but nevertheless it causes heating of the surface near the TE. 
Figure 15(a) shows contours of the nondimensionalized tempera
ture, 0, at the FHEP for Case 1. Inside the plenum, 6 equals zero, 
so the value of 6 is expected to be zero across the entire FHEP 
because of the presence of the coolant. On the contrary, Fig. 15(a) 
shows that a trail of high 8 values, which show heating of the 
coolant inside the film hole, is associated with the path of the 
ingestion vortex at the FHEP. Near the TE the film hole becomes 
very shallow because of the diffusing section. Only a thin layer of 
low-momentum coolant protects the metal surface inside the film 
hole from the ingested hot crossflow. The blocked low-momentum 
coolant absorbs heat from the ingested crossflow while it is flow
ing just underneath the FHEP from the blocked upstream edge to 

Fig. 12 Contours of Cx at FHEP show path of ingestion vortex with - £ , 
along upstream edge of film hole for M = 1.25, D = 1.60, and Re(h = 
17,350 
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Fig. 13 Path lines of particles released in the crossflow boundary layer 
just upstream of the film hole for M = 1.25, DR = 1.60, and Re,h = 17,350. 
Viewing angle is (a) from above and (b) from downstream. 

the downstream edge where it can exit the film hole. Normally the 
transfer of heat due to convection dominates the diffusion of heat, 
but the blockage of the coolant hampers convection out of the film 
hole. Because the heat absorbed by the blocked coolant is not 
quickly convected from the film hole, diffusion is able to transfer 
heat to the shallow bottom surface of the film hole near the TE. 
Closer to the center of the FHEP, where the bottom surface is 
much deeper and is separated from the FHEP by a thicker and 
higher momentum layer of coolant, heat is not able to diffuse down 
to the surface. Contours of 6 on the film hole wall itself for Case 
1 are displayed in Fig. 16(a). As shown, there is a significant 
increase in the temperature of the film hole wall near the TE, with 
0 reaching almost 0.7. In addition there is a very large and 
undesirable temperature gradient on the metal surface along the 
upstream edge inside the film hole. 

The heating of the metal surface inside the film hole occurs even 
when hot crossflow ingestion is absent. Figure 17 shows path lines 
of coolant starting inside the film hole for Case 4, which has no 
ingestion. Because of the blockage (shown by VRVJ contours in 
Fig. 14(c) and by a contours in Fig. 8(£>)), the coolant cannot come 
straight out of the film hole but must flow underneath the FHEP to 
the downstream edge where it can exit. This blocked coolant 
coflows with the hot crossflow that is just on top of the FHEP, 
which allows diffusion to transfer heat from the crossflow to the 
coolant before it exits the film hole. Contours of 6 at the film hole 
exit plane for Case 4 (Fig. 15(b)) show that the coolant is exten
sively heated by the crossflow over much of the film hole. As 
previously discussed, the heat continues to diffuse into the film 
hole and reaches the shallow bottom surface near the TE. Figure 

Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(a) 
7 
/ P a t h of 

Ingestion 
Vortex 

TE 

Blockage of Coolant 

TTTT 
Crossflow Crossflow 

(d) 

Path of 
Ingestion 

Vortex 

Ingestion 

Crossflow 

Blockage of Coolant 

(e) 
Crossflow 

Blockage of Coolant 

T 
Crossflow (f) 

Ingestion 

/ TTTT 
• Path of Crossflow Ingestion 

Vortex 

Fig. 14 Contours of Vflyjat FHEP show locations of crossflow ingestion and blockage of coolant for: (a) M = 1.25, D= 2.0, Re„, = 17,350; (b) 
M = 1.25, 0 = 1.60, Re,h = 35,000; (c) M = 0.5, Off = 1.60, Re,„ = 17,350; (d) M = 0.5, Off = 2.0, Relh = 17,350; (e) M = 0.5, Off = 2.0, Re,h = 70,000; 
and (f) M = 1.88, Off = 1.60, Relh = 17,350 

11(b) shows path lines of particles released from a vertical line 
inside the film hole very close to the upstream edge. Same as 
before, the coolant does not exit along the upstream edge, but 
instead flows under the FHEP to the downstream edge where it 
exits. In addition, the path lines show that some of the coolant 
(marked in Fig. 17(b)) travels just under the FHEP for a significant 
distance along the upstream edge to the TE. This coolant experi
ences extensive exposure to the hot crossflow, and is greatly 
heated. The heat then easily diffuses through the coolant to the 
very shallow film hole surface nearby, which is shown by the 
exceptionally high values and gradients of 6 located along the 
upstream edge in Fig. 16(b). This phenomenon poses a threat to the 
integrity of the metal and is a function of the CASH geometry, 
occurring regardless of the blowing ratio, density ratio, and film 

hole Reynolds number. All seven of the present test cases have 
heating of the metal surface inside the film hole because they all 
have coolant blockage, as seen by contours of VRrj in Figs. 9 and 
\A(a-f). The regions of ingestion in Figs. 9, 14(a), 14(b), and 
14(f) merely represent blocked coolant regions with an ingestion 
vortex on top. These observations concerning the diffusion of heat 
into the film hole are important because most film cooling design 
is done with the assumption that convection dominates diffusion. 
This assumption would lead to the oversight of undesirable tem
perature gradients on the metal surface inside the film hole for a 
CASH geometry with coolant blockage. 

7.4 Effects of Blowing Ratio on Ingestion. In the present 
research the blowing ratio was varied from 0.5 (Case 4) to 1.25 
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Fig. 15 Contours of 0 at the FHEP show heating of coolant Inside film 
hole for DR = 1.60, Re,h = 17,350, (a) M = 1.25 and (b) M = 0.5 

(Case 1) and to 1.88 (Case 7) while all other variables were held 
constant. Blockage of the low-momentum coolant along the up
stream edge is present for all three blowing ratios (Figs. 9, 14(c), 
and 14(f)), but the effect on crossflow ingestion for the change in 
blowing ratio from M = 0.5 to M = 1.25 is significant. The 
blowing ratio has an effect on ingestion because it controls the 
strength of the jetting coolant, and at M = 0.5, no jetting coolant 
is present (Fig. 14(c)). The absence of the jetting coolant means 
that the crossflow boundary layer vorticity is not reoriented at the 
LE, and no ingestion vortex is formed. The fact that the ingestion 
disappears at the low blowing ratio is counterintuitive, since the 
relative amount of coolant exiting the film hole is less. At both 
M = 1.25 (Fig. 9) and M = 1.88 (Fig. 14(/)), jetting coolant is 
present along with crossflow ingestion. When M = 1.25 the VRYJ 

minimum is approximately -0.2, whereas when M = 1.88 the 
minimum VRyJ is only - 0 . 1 . In addition, the actual area of the 
ingestion is smaller when M = 1.88 than when M = 1.25. The 
reason is that the overall area of the jetting coolant is larger when 
M = 1.88, which from the viewpoint of Fig. 14(f), pushes the 
ingestion vortex farther to the right. The wider area of jetting 
coolant produces a wider high-pressure region in front of the LE, 
as shown in Fig. 10(c), which spreads the vorticity legs farther 
apart in comparison to the smaller area of jetting coolant when 
M = 1.25 (Fig. 10(a)). Despite the fact that the actual crossflow 
ingestion seems to be less when M = 1.88 than when M = 1.25, 
a comparison of the contours of 6 on the film hole surface shows 
no differences. The reason is that the part of the film hole surface 
next to the TE is closest to the FHEP and thus is closest to the 
ingested crossflow. Therefore, the difference in position of the 
ingestion for the two blowing ratios does not affect how much heat 
is able to diffuse to the film hole wall. 

7.5 Effects of Density Ratio on Ingestion. The range of 
density ratios used in gas turbines is fairly narrow. The two density 
ratios of DR = 1.60 and DR = 2.0, which represent the typical 
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range used in industry, are examined in this paper. The effects of 
the density ratio are compared at two different blowing ratios. 
Cases 1 and 2 are used for the purpose of comparing the density 
ratios when M = 1.25. Cases 4 and 5 are used for the purpose of 
comparing the density ratios when M = 0.5. The effect of the 
density ratio on ingestion was found to be negligible. The contours 
of VRrj are very similar between Figs. 9 and 14(a) (Cases 1 and 2) 
and between Figs. 14(c) and 14(d) (Cases 4 and 5). In addition, the 
density ratio does not have a significant effect on the diffusion of 
heat to the metal surface inside the film hole, since it does not 
affect coolant blockage. 

7.6 Effects of Film Hole Reynolds Number on Ingestion. 
The baseline film hole Reynolds number for the current test cases 
was 17,350. This number was doubled (Re,,, = 35,000) in Case 3, 
which has the same M and DR as Case 1, and was quadrupled 
(Ren, = 70,000) in Case 6, which has the same M and DR as Case 
5. In Case 3, the increased Reynolds number somewhat changes 
the shape of the ingestion region due to increased crossflow 
boundary layer vorticity (Fig. 14(b)), but the effect on 6 on the 
metal inside the film hole is not noteworthy. Case 6 shows almost 
no differences when compared to Case 5 in Fig. I4(d, e). Thus, the 
effects of the film hole Reynolds number on crossflow ingestion 
and on diffusion of heat into the film hole seem to be minimal in 
comparison to the effects of the blowing ratio. 

8 Discussion 

Coolant blockage is a key issue for CASH configurations. When 
the coolant exiting any film hole along the upstream edge has low 

Fig. 16 Contours of 0 on metal surface inside film hole show heating of 
the metal as a result of diffusion for: (a) M = 1.25, D = 1.60, Re,h = 17,350; 
(to) M = 0.5, D = 1.60, Re,h = 17,350 
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Fig. 17 Pathlines of coolant for M = 0.5, DR = 1.60, and Reth = 17,350, 
(a) released from a horizontal line in the middle of the film hole, and (b) 
released from a vertical line on the upstream side 

momentum, blockage of the coolant at the FHEP is likely to occur. 
In most streamwise-injected configurations, the coolant along the 
upstream edge has fairly high momentum and is not blocked by the 
crossflow. A good example is the streamwise-aligned forward-
diffused shaped hole (FDIFF) studied by Hyams and Leylek 
(1997). FDIFF was shown to have coolant with low VR exiting 
near the TE, while coolant with higher VR exited near the LE. 
Unlike FDIFF60, FDIFF had no coolant blockage, because the 
low-momentum coolant at the TE was protected from the cross-
flow by the higher momentum coolant at the LE. When the 
compound angle is added to the FDIFF geometry to form the 
FDIFF60 configuration, the low-momentum coolant at the TE is 
no longer protected from the crossflow. The result is coolant 
blockage and diffusion of heat into the film hole along the up
stream edge. Another problem of coolant blockage is that it allows 
hot crossflow ingestion. If the FDIFF60 geometry did not have 
coolant blockage, vorticity exiting the film hole on the upstream 
side would have been opposite the vorticity that formed the inges
tion vortex and most likely would have squelched the vortex just 
like the + £x was squelched on the other side of the jetting coolant. 

9 Conclusions 

• Hot crossflow ingestion is caused by the ingestion vortex, 
which is formed from upstream crossflow boundary layer 

vorticity that is reoriented by the presence of jetting coolant 
at the LE of the film hole, Thus, ingestion does not occur 
when there is no coolant jetting out of the film hole at the 
LE, and the crossflow merely goes over the coolant. 

• The blowing ratio has a major effect on ingestion since it 
affects the presence and size of the jetting coolant and the 
low-momentum regions within the film hole. Increasing the 
blowing ratio increases jetting of coolant out of the film hole, 
which leads to ingestion. 

• The density ratio and the film hole Reynolds number have 
minimal effect on crossflow ingestion. 

• The addition of the compound angle to a film hole geometry 
exposes more of the FHEP to the path of the crossflow, and 
increases the chance that low-momentum coolant exiting the 
film hole will be blocked along the upstream edge of the 
FHEP by the crossflow. 

• If a film hole is shallow underneath an area of coolant 
blockage at the FHEP, heat may diffuse to the metal surface 
inside the film hole and create undesirable high temperature 
levels and gradients on the metal. 

• The location of hole diffusion is important when a film hole 
exit is expanded to increase the area ratio. The diffusing 
location must be placed adjacent to jetting coolant in order 
for the configuration to become an effective diffuser of 
coolant momentum. 

• Properly validated CFD models offer a powerful predictive 
tool for CASH configurations. In addition, CFD can be an 
effective research tool that can be used in conjunction with 
experiments to understand flow physics. 
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Effects of Bulk Flow Pulsations 
on Film Cooling From Different 
Length Injection Holes at 
Different Blowing Ratios 
Bulk flow pulsations in the form of sinusoidal variations of velocity and static pressure at 
injectant Strouhal numbers from 0.8 to 10.0 are investigated as they affect film cooling 
from a single row of simple angle holes. Similar flow variations are produced by potential 
flow interactions and passing shock waves near turbine surfaces in gas turbine engines. 
Time-averaged temperature distributions, phase-averaged temperature distributions, adi-
abatic film cooling effectiveness values, and iso-energetic Stanton numbers show that 
important alterations to film cooling protection occur as pulsation frequency, coolant 
Strouhal number, blowing ratio, and nondimensional injection hole length are changed. 
Overall, the pulsations affect film performance and behavior more significantly both as 
LID decreases, and as blowing ratio decreases. 

Introduction 

Film cooling flows on turbine surfaces are subject to bulk flow 
pulsations and other timewise flow variations because of the rel
ative motion of adjacent blade rows and overall arrangement of gas 
turbine engine components. In transonic turbine passages, such 
unsteadiness is due to: (i) passing families of shock waves, (ii) 
potential flow interactions, (Hi) passing wakes, and (iv) random 
(and sometimes periodic) free-stream turbulence from the com
bustion chamber. 

Of these different modes of unsteadiness, the dramatic effects of 
potential flow interactions and passing shock waves in altering the 
protection nominally provided by film cooling are described by 
Abhari and Epstein (1994), Abhari (1996), and Ligrani et al. 
(1996a, b, 1997a, b). Both of these modes of unsteadiness result in 
important variations of the static pressure near turbine airfoil 
surfaces as blade rows move relative to each other. As a result of 
such static pressure variations at hole exits, the film flow rate and 
film momentum change instantaneously, which causes film con
centrations and film trajectories to move to and from the wall with 
each imposed bulk flow pulsation (Ligrani et al., 1996a). These 
then act to alter the time-averaged position of the film and mean-
injectant trajectory as the pulsations act to spread the same amount 
of injectant over a larger volume (Ligrani et al., 1996a). Such 
changes to time-averaged film cooling protection and flow struc
ture have important consequences regarding design of film cooling 
systems for turbine surfaces. Similar disruptions to instantaneous 
film flow rates are not produced by the total pressure variations 
(from passing wakes, for example) because changing the total 
pressure (with constant static pressure) over hole exit planes does 
not change instantaneous film flow rates. 

In an investigation of rotor heat transfer in a short-duration 
blow-down turbine test facility, Abhari and Epstein (1994) indicate 
that flow pulsations cause the time-averaged heat transfer rate to 
increase by 12 percent on the suction surface and to decrease by 5 
percent on the pressure surface compared with values measured 
with no pulsations. Two rows of holes are employed on the suction 
surface of the rotor blade with blowing ratios from 0.96 to 1.24, 

Contributed by the International Gas Turbine Institute and presented at the 43rd 
International Gas Turbine and Aeroengine Congress and Exhibition, • Stockholm, 
Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine 
Institute February 1998. Paper No. 98-GT-192. Associate Technical Editor: R. E. 
Kielb. 

and three rows of holes are employed on the pressure surface with 
blowing ratios from 1.1 to 1.52. Abhari (1996) later predicted 
time-averaged magnitudes of unsteady surface heat flux on the 
pressure surface of a similarly cooled rotor blade, which are 
230 percent greater than steady-state predictions. This is attributed 
to reductions of adiabatic film effectiveness by as much as 64 
percent. 

The present study employs different experimental conditions 
than the ones investigated by Ligrani et al. (1996a, b, 1997a, b). A 
higher value of dimensional pulsation frequency (32 Hz) is em
ployed here. In addition, blowing ratios are 0.5 and 1.0, compared 
to 0.5 in the previous investigations. These values of pulsation 
frequency and blowing ratio are investigated because they give 
coolant Strouhal numbers from 0.8 to 10, which covers the range 
of Stc values employed in many operating engines. Because of 
their importance to film cooling system design, film cooling per
formance and behavior, downstream of holes with three different 
LID values of 1.6, 4.0, and 10, are investigated. These values are 
chosen for investigation to illustrate the different effects of pulsa
tions as LID is changed, and because the smallest two values 
bracket the range of values used in many current engines. Time-
averaged temperature distributions, phase-averaged temperature 
distributions, adiabatic film cooling effectiveness values, and iso-
energetic Stanton numbers are presented. The authors know of no 
other studies that focus on the combined influences of pulsations, 
LID, and blowing ratio. The results are of fundamental impor
tance, of importance to individuals developing numerical models 
of pulsating film cooling flows, and of importance to designers of 
film cooling systems. 

Experimental Apparatus, Procedures, and Conditions 
As in the recent investigations by Ligrani et al. (1996a, b, 1997a, 

b), the present experiment is conducted on a large-scale, flat plate 
test section with low speeds and constant properties to allow 
detailed probing of flow features (which is impossible in an actual 
engine environment), and to isolate the LID interactions between 
the film cooling, imposed pulsations, and boundary layer. Param
eters are scaled so that nondimensional forms match turbine op
erating conditions, including in, UJUX, Stc, St„, LID, xlD, 8ID, 
Rec, Rex, hole angle, hole geometry, and nondimensional spanwise 
hole spacing. 

The wind tunnel is an open circuit and subsonic, with a 6.25:1 
contraction ratio nozzle. The nozzle leads to the test section, which 
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Table 1 Strouhal numbers for nonzero pulsation frequencies 
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(b) coordinate system of injection holes 

Fig. 1 Schematic drawing of test section and coordinate system 

is a rectangular duct 3.0 m long and 0.4 m wide. At a free-stream 
velocity of 10 m/s, flow at the test section inlet shows excellent 
spatial uniformity, free-stream streamwise velocity variations less 
than 0.5 percent, and a free-stream turbulence level less than 0.2 
percent. A schematic of the test section, including the coordinate 
system and injection hole arrangement, is shown in Fig. 1. A 
boundary layer trip is located on the test plate just downstream of 
the nozzle exit to trip the boundary layer so that it becomes fully 
turbulent. The center of the injection holes is located 24 hole 
diameters downstream of the trip. Hole diameter D is 25 mm. The 
five film cooling holes are placed in a single row with spanwise 
spacing of three hole diameters. Each hole is oriented in a 
streamwise/normal plane (i.e., with a simple angle orientation) 
inclined at 35 deg angle from the test surface. No trips are used 
near the hole entrances as they were in the Ligrani et al. (1996a, b, 
1997a, b) investigations. The air used for the injectant first flows 
through an orifice followed by a heat exchanger and a plenum 
chamber. Pressure drops across the orifice plate are measured to 
deduce injectant mass flow rates. The heat exchanger provides 
means to heat the injectant above ambient temperature. The inte
rior dimensions of the plenum chamber, which supplies injectant to 
the film holes, are 0.58 m by 0.48 m by 0.12 m. Film hole 

m UD Stc SL 

1.6 1.6 

0.5 4.0 4.0 

10. to. 
0.51 

1.6 0.8 
0.51 

1.0 4.0 2.p 
10. 5.0 

entrances are located on the side of the plenum with the largest 
surface area, located on the top. 

The Reynolds number, Re = U„Xlv, at the hole center is 
614,000, where X is measured from the leading edge of the trip. 
Ratios of boundary layer thickness to hole diameter, displacement 
thickness to hole diameter, and momentum thickness to hole 
diameter at the same location are 1.02, 0.12, and 0.08, respectively. 
The magnitude of the von Karman shape factor at this location is 
1.43. Time-averaged blowing ratios in of 0.5 and 1.0 are em
ployed. Corresponding injectant Reynolds numbers, Rec = 
UcD/v, are 7800 and 15,600, respectively. The ratio of injectant to 
free-stream density is approximately 0.93 for the injectant surveys. 
Injectant and free-stream Strouhal numbers are listed in Table 1. 
Ratios of injection hole length to hole diameter, LID, are 1.6, 4.0, 
and 10. Pulsation frequencies are 0 and 32 Hz. At a pulsation 
frequency of 32 Hz, the free-stream Strouhal number is 0.51. 
Injectant Strouhal numbers then range from 0 to 10.0. 

A 5-jam-dia single hot-wire probe, operated with a constant-
temperature anemometer bridge, is used to measure free-stream 
velocity pulsations and injectant velocity profiles at the hole exit. 
The U velocity component is measured in the film cooled bound
ary layer using a cross-wire probe, also with 5-jxm-dia sensing 
wires, and driven using constant temperature anemometer bridges. 
These hot-wire probes are calibrated in the wind tunnel free-
stream, including yaw calibrations used to determine effective 
angles of the two sensors in the crossed-wire probe. The frequency 
response of the electronic components of these constant tempera
ture anemometry systems is about 20 kHz. 

A l-|U,m-dia cold-wire probe, driven by a constant current ane
mometer bridge system, is used to measure instantaneous temper
ature distributions, which are correlated to injectant distributions. 

Nomenclature 

D = injection hole diameter 
/ = pulsation frequency 
L = injection hole length 
in = time-averaged blowing ratio = 

pcUJpxUm 

q"„ = surface heat flux with no film 
cooling 

q" = spanwise-averaged surface heat 
flux with film cooling 

Rec = coolant Reynolds number = 
UcD/v 

Re„ = free-stream Reynolds number = 
UJC/v 

Stc = injectant Strouhal number = 
2irfL/Uc 

SU = free-stream Strouhal number = 
2irf8/U„ 

Stf,c = centerline iso-energetic Stanton 
number 

Stf,m = spanwise-averaged iso-energetic 
Stanton number 

t 
T 
U 

x, X, y, z 

T) 

V 

St„ = baseline Stanton number 
with no pulsations and no 
film cooling 
time 
instantaneous temperature 
instantaneous streamwise 
velocity 
coordinate system 

S = boundary layer thickness 
T) = local adiabatic film cooling 

effectiveness = (Tm — 
fx)/(tc - ?„) 

= centerline adiabatic film 
cooling effectiveness = 
(r„iC - f.)i(tc - f.) 

= spanwise-averaged adiabatic 
film cooling effectiveness = 
(fan,m - T„)/(fc - f . ) 

8 = dimensionless temperature = {T -
f„)/(fc - f„) 

v — kinematic viscosity 
T = pulsation period 

Superscripts 

~ = time-averaged 
" = phase-averaged 
' = fluctuating component 

Subscripts 

aw = adiabatic wall 
c = centerline, or injectant at the exit 

planes of the holes 
m = spanwise-averaged 
oo = free-stream 
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The frequency response of the electronic components of this 
constant current system is better than 1 kHz. Steady-state calibra
tions of the cold wire system are performed using a platinum 
resistance thermometer (with a relative error of 0.1 percent) as a 
reference. Time-averaged quantities are obtained using a multim
eter with a resolution of 10 nV, which corresponds to a measure
ment error of ±0.05CC. Time-varying velocities, temperatures, and 
pressures are recorded using a digital data acquisition system, 
which includes a multiplexer and an analog-to-digital converter. 

Phase-averaged quantities are deduced from instantaneous tem
perature and velocity time records using a decomposition based on 
the three different types of timewise variation experienced by the 
flow. With imposed periodic flow, the instantaneous temperature T 
is decomposed using an equation of the form 

T=T+f+T' (1) 

where f is the time-averaged temperature, f is the phase-averaged 
periodic component, and V is the fluctuating component. A sim
ilar approach is used to decompose the instantaneous streamwise 
velocity. The time period used in the determination of phase-
averaged values is based on the angular speed of the encoder of the 
motor used to drive the rotating shutter blades, which are used to 
pulsate the flow. One motor rotation corresponds to two flow 
pulsation periods. Signals from more than 500 flow pulsation 
periods are ensemble averaged to obtain each phase average. Data 
are sampled digitally to obtain 500 data points over each flow 
pulsation period. Individual phase-averaged wave forms are deter
mined at 100 equally spaced times through each flow pulsation 
period. 

Adiabatic film cooling effectiveness distributions are deter
mined from measurements of the free-stream temperature, the 
injectant temperature and distributions of the surface temperature 
measured using 96 T-type thermocouples installed along the test 
surface. Next to the air stream, this test surface is 25 /u,m thick 
stainless steel foil. A 12.7 mm thick Lexan plate is attached just 
beneath the foil. Beneath this, 50 mm of styrofoam is used as an 
insulator. Injectant temperatures are measured in the injectant 
plenum chamber near the inlet of one of the injection holes. Each 
of these tubes is well insulated to minimize heat transfer to or from 
the injectant, and to minimize temperature changes between the 
entrance and exit of each tube. 

Iso-energetic Stanton numbers are measured when the test sur
face is heated. The same test surface used to obtain the adiabatic 
effectiveness measurements is employed and thus, the same 96 
thermocouples measure surface temperatures used to compute 
surface heat transfer coefficients and Stanton numbers. A constant 
heat flux boundary condition is provided by passing current 
through the 25-/um-thick stainless steel foil located next to the air 
stream. To maintain an iso-energetic condition, injectant and 
freestream temperatures are maintained at the same value for each 
test. Radiation losses are determined analytically. Energy balances, 
used to estimate the amount of convection from the test plate to the 
air stream above, show that conduction losses from beneath the test 
surface are negligible compared to the power supplied to the foil 
heater. 

Uncertainty estimates are determined based on 95 percent con
fidence levels using the method described by Kline and Mc-
Clintock (1953). The temperature measurement error is less than 
0.05CC. This gives 5.0 percent of uncertainty in the dimensionless 
temperature 0, and an uncertainty of the local film cooling effec
tiveness r\ of about 7.1 percent. The uncertainty of the iso-
energetic heat transfer coefficient (used to determine the iso-
energetic Stanton number) is 3.9 percent. 

Generation and Characteristics of Flow Pulsations 

Static pressure pulsations are produced by an array of six shutter 
blades, which are driven by a DC motor and a timing belt, and 
extend across the span of the exit of the wind tunnel test section. 

11.0. 
— f =32 Hz 

9.0 I . . i i 
0 0.1 0.2 0.3 0.4 0.5 

time [sec] 
Fig. 2 Typical instantaneous free-stream velocity wave form character
istics for f = 32 Hz 

Periodic blockage is produced by the shutter blades as they rotate. 
Their sizes relative to the cross-sectional area of the test section 
exit set the amplitudes of the imposed flow pulsations. Each shutter 
has 25.0 mm width (which, when perpendicular to the flow, gives 
maximum blockage), and 1.5 mm thickness (for minimum block
age) across the 0.28 m high by 0.4 m wide exit area. This gives a 
ratio of maximum blockage area to the total open test section area 
of 0.53. This arrangement produces free-stream pulsation ampli
tudes, (C/„,max — £/oo,min)/2C/„, of about 4.4 percent at a pulsation 
frequency of 32 Hz. This, and the periodic character of the instan
taneous free-stream velocity U„ pulsating at 32 Hz, are illustrated 
in Fig. 2. 

Rotating vanes are employed to provide flow pulsations in the 
present study because: (i) The shutters oscillate the static pressure 
without significant total pressure variations (Karlsson, 1959; Al-
Asmi and Castro, 1993); (w) static pressure pulsations produce the 
most important disruptions to the flow rates, trajectories, and 
distributions of the film coolant (Abhari and Epstein, 1994; Ab-
hari, 1996; Ligrani et al., 1996a, b, 1997a, b); (in) much higher 
frequencies of pulsation can be produced than with many other 
methods (Al-Asmi and Castro, 1993); and (iv) deterministic sinu
soidal variations of static pressure can be produced at selected 
frequencies (Karlsson, 1959). 

According to Abhari and Epstein (1994), adjustment of coolant 
flow rates is characterized by the product of coolant flow Mach 
number Mc and coolant Strouhal number Stc = 2TrfL/Uc. These 
investigators additionally indicate that temporal pressure varia
tions influence the coolant mass flow rate when the disturbance 
passing frequency is low compared with the time required for the 
flow to pass through the coolant holes. This occurs if the product 
of coolant flow Mach number Mc and coolant Strouhal number is 
about 1 or less (McStc < 1). Values range from 0.2 to 0.6 in 
operating transonic turbines, which gives Stc from 0.2 to 6.0. 
Results from the present study, wherein Stc ranges from 0 to 10, 
provide evidence that other parameters also have important effects 
on film cooling subject to bulk flow pulsations. 

Recent experiments by Ligrani et al. (1996a) show two different 
types of injectant flow behavior whose existence is dependent 
upon the magnitude of Stc. For the single LID ratio of 4 employed 
in that study, magnitudes of Stc less than 1 ~ 2 correspond to 
quasi-steady behavior, and magnitudes of Stc greater than 1 ~ 2 
correspond to non-quasi-steady behavior, regardless of the mag
nitude of the blowing ratio. Quasi-steady film distributions are the 
same as the steady distribution that would exist at the same 
instantaneous flow condition. With non-quasi-steady film behav
ior, multiple pulsations are imposed on the injectant over the time 
period required for it to pass through a film hole. As a result, 
portions of the film oscillate in ways different from adjacent 
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Fig. 3 Phase-averaged injectant concentration distributions 0 at xlD = 5.0 for m = 0.5: (a) UD = 1.6; (b) UD = 4; (c) UD = 10 

portions, which gives a "wavy" appearance (when viewed from 
the side) at each instant in time (Ligrani et al., 1996a). Both 
types of behavior can result in reductions of adiabatic film 
effectiveness (compared to nonpulsating flows), however, non-
quasi-steady film distributions often lead to more important 
alterations to film effectiveness magnitudes and flow structure 
(Ligrani et al., 1997a, b). 

The freestream Strouhal number, St„ = 2xj-f5/Ux, is also used 
to nondimensionalize the pulsation frequency in this study because 
it characterizes the response time of a boundary layer subject to 
periodic disturbances (Doorly and Oldfield, 1985). The value 
employed here is 0.51, compared to a range from 0.01 to 0.60 in 
operating turbines. In studies in which the film cooling flows (not 
the bulk flow) are periodically forced, Bons et al. (1995) and 
Gogineni et al. (1996) use a reduced frequency of the form UJfD, 
which is equivalent to 2Tr8/St«Z>. According to these authors, 
magnitudes of UJfD range from 20 to 200 in operating turbines. 

Results and Discussion 

Bulk Flow Pulsation Characteristics. The instantaneous 
free-stream velocity trace in Fig. 2 illustrates the character of the 
pulsation wave form at a frequency of 32 Hz. Some differences 
from a pure sinusoid are evident. Such deviations become less 
pronounced at other pulsation frequencies (Ligrani et al., 1996a) 
because the shape of the free-stream pulsation wave form is 
affected by the resonance frequency of the wind tunnel (Al-Asmi 
and Castro, 1993), which is estimated to be about 12 Hz. 

Injectant Concentration Distributions. Figures 3 and 4 
present phase-averaged injectant surveys measured at x/D = 5.0 
downstream of holes with LID values of 1.6, 4.0, and 10.0. The 
results in these two figures are given for in = 0.5 and in = 1.0, 
respectively, when pulsations are imposed at 32 Hz. Local film-
cooled boundary layer temperature distributions in the figures are 
expressed in nondimensional form using 9. These distributions are 
obtained using techniques developed by Ligrani and Williams 
(1990), and by Ligrani et al. (1994) in which the injectant is heated 
as all other components in the wind tunnel test section are main
tained at the free-stream temperature. With this approach, the 
injectant is the only source of thermal energy relative to the 

free-stream. Higher magnitudes of 6 then indicate greater concen
tration of injectant, and clear indications of the protection (or lack 
of protection) provided by the injectant. Near wall values of 6 are 
particularly important because they approach local magnitudes of 
the surface adiabatic film cooling effectiveness (Ligrani et al., 
1994, 1996b). 

9 results for in = 0.5 in Fig. 3 show injectant distributions in a 
spanwise/normal plane downstream of the center film cooling hole 
at different times during single pulsation periods. Important 
changes are evident for the LID = 1.6 holes (top row of plots) 
during the 32 Hz pulsation as tlx ranges from 0.2 to 0.8. When the 
free-stream static pressure is highest during a particular pulsation 
period, the instantaneous blowing ratio is smallest, and the largest 
injectant concentrations are located very close to the wall. This is 
evident at tlx of 0.2 and 0.8. In the portions of the pulsation in 
which the free-stream static pressure is lowest, the instantaneous 
blowing ratio is highest, and the injectant trajectory is located 
slightly away from the wall, as shown in top row of plots in Fig. 
3(a) at tlx of 0.4 and 0.6. These data thus illustrate how pulsations 
of the static pressure (either from potential flow interactions, 
passing shock waves, or rotating vanes at the exit of a subsonic 
wind tunnel) cause the injectant to periodically lift-off of a turbine 
surface, which often causes the time-averaged film cooling effec
tiveness to decrease. 

The LID = 4 results in Fig. 3(b), also for in = 0.5, show some 
qualitative features which are similar to the LID = 1.6 results. 
Like the LID = 1.6 results, the largest injectant concentrations 
with LID = 4 holes are closest to the surface at some tlx and 
relatively farther away from the surface at other tlx. Phase-
averaged injectant distributions for the two different LID holes are 
dissimilar since different tlx correspond to injectant positions 
which are nearest and farthest from the wall. Note that tlx = 0 
refers to the same initial location of the shutter vanes located at the 
test section exit. This evidences different phase shifts between the 
free-stream static pressure and the static pressure at the hole exits 
for the LID = 1.6 and the LID = 4 holes. 

The LID = 1 0 results in Fig. 3(c) show different trends. Here, 
phase-averaged injectant concentrations at different tlx vary by 
only very small amounts through each pulsation period. In addi
tion, the largest injectant concentrations with LID = 10 holes are 
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Fig. 4 Phase-averaged injectant concentration distributions e at xlD = 5.0 for m = 1.0: (a) Z70 = 1.6; (b) UD = 4; (c) IVD = 10 

generally located closer to the surface than the concentrations 
produced with the LID = 4 holes. Similarly, the LID = 4 holes 
produce distributions that are generally closer to the surface than 
produced by the LID = 1.6 holes (especially at th when free-
stream static pressures are low). Spatial areas corresponding to the 
highest injectant concentrations in the xlD = 5.0 measurement 
plane also increase considerably as LID decreases at m = 0.5. 
When LID = 1 0 , the region enclosed within 6 = 0.5 is enlarged 
13.6 percent by the pulsations, whereas this enlargement is 64 
percent when LID = 1 . 6 . Such behavior is connected to different 
flow behavior in the film cooling holes and to different velocity 
profiles at the hole exists as LID is changed, and to other phenom
ena (Ligrani et al., 1996a), 

Phase-averaged injectant distributions for m = 1.0 are pre

sented in Fig. 4. The higher blowing ratio and higher momentum 
cause the largest injectant concentrations in this latter figure for in 
= 1.0 to be generally farther from the surface than the distribu
tions in Fig. 3 for in = 0.5. At m = 1.0, more injectant is located 
farther from the wall as LID decreases. The data also suggest that 
phase shifts between the free-stream static pressure and the static 
pressure at the hole exits are more strongly dependent upon LID 
than upon in. Overall, the results for/ = 32 Hz in Figs. 3 and 4 
show that injectant variations with t/r through pulsation periods 
become larger as LID decreases from 10 to 1.6. 

Time averages of injectant distributions subject to bulk flow 
pulsations imposed at / = 32 Hz and time-averaged injectant 
distributions measured a t / = 0 Hz are presented in Figs. 5(a) and 
5(b) for in = 0.5 and in = 1.0, respectively. At each pulsation 
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Fig. 5 Time-averaged injectant concentration distributions e at xlD = 5.0: (a) m = 0.5; (to) m = 1.0 
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Fig. 6 Injectant velocity profiles at the hole exit in the streamwise 
direction in the absence of free-stream flow for m = 0.5 

frequency, the largest disruptions to injectant distributions and 
coverage are produced by the pulsations when LID = 1.6 and the 
smallest result when LID = 10.0. Figure 5 also shows that 
pulsation-induced disruptions are greater at in = 0.5 than at in — 
1.0 since the time-averaged distributions are more spread out 
spatially and less concentrated compared to the / = 0 Hz distri
butions at the same in and LID. 

Injectant Velocity Profiles at Hole Exits and Injection Be
havior Within the Film Holes. Streamwise velocity profiles at 
the exits of the film cooling holes are measured with no free-
stream flow (or external boundary layer) present. With or without 
the free-stream flow, such measurements are a consequence of film 
behavior within the tubes. Results for LID of 1.6, 4.0 and 10.0 are 
presented in Fig. 6 as dependent upon x/D at zlD = 0 for an 
average injectant velocity of 5.0 m/s. Hole exits at the test surface 
extend over x/D from —0.9 to +0.9 and over zlD from —0.5 to 
+0.5. 

When LID = 1.6, Fig. 6 shows that the injectant velocity is 
higher than mean injectant velocity value (U c = 5 m/s) on the 
windward side of the hole center ( — 0.9 < x/D < 0) and then 
abruptly decreases to become less than the mean injectant velocity 
on the leeward portion of the hole exit (0 < x/D < 0.9). 
(Leeward denotes the side of the injection hole toward which the 
free-stream flow is moving, and windward denotes the side of the 
injection hole from which the free-stream flow is moving.) This 
nonuniform velocity distribution is present because of flow sepa
ration on the leeward side of the injection hole near its entrance 
(from the plenum chamber). The injectant velocity near the wind
ward side of the hole entrance is thus accelerated because of flow 
blockage from separation on the opposite side, whereas the flow 
just downstream of the separated flow is decelerated. 

Figure 6 then shows that the injectant velocity profiles become 
more uniform at hole exits as LID increases, even though injectant 
flow separations, and the injectant flow variations that result from 
such separations are believed to be present near the entrances of all 
three of the LID holes investigated. The imposed pulsations are 
believed further to alter magnitudes of high windward side mo
mentum, especially just away from the holes, where the different 
trajectories of the injectant are spread over even larger volumes by 
the pulsations. In addition, the flow separations within the injectant 
holes are affected by the pulsations (Miller and Pucci, 1971; 
Krause and Schweitzer, 1990), which happens closer to the hole 
exits as LID decreases. In the portion of the pulsation phase where 
the instantaneous injectant flow rate is lower than the average 
value, the regions within the holes where the flow is separated and 
where the flow direction is reversed become larger. Such physics 
is consistent with the results in Figs. 3-5, which overall indicate 
that the injectant at LID = 1.6 is much more sensitive to the 

influences of imposed bulk flow pulsations than injectant from 
holes with larger values of LID. 

Adiabatic Film Cooling Effectiveness Distributions. Fig
ures 7(a) and 1(b) show local adiabatic film cooling effectiveness 
T}c variations with streamwise distance along the centerline of the 
central injection hole for m — 0.5 and m = 1.0, respectively. 
Figures 8 and 9 show variations of spanwise-averaged adiabatic 
film cooling effectiveness T)„, with streamwise distance for the 
same respective time-averaged blowing ratios. 

With no imposed pulsations ( / = 0 Hz), Figs. 7(a) and 1(b) 
show that the centerline film cooling effectiveness increases at 
each xlD as LID increases, and that the rate of increase is signif
icantly greater with in = 1.0 than with m = 0.5. Responsible are 
different injectant velocity distributions and different effective 
injection angles for the three different values of LID. When 
compared at the same LID and x/D, centerline adiabatic film 
cooling effectiveness values (with no pulsations) are also consis
tently greater with in = 0.5 than for in = 1.0 because of greater 
film lift-off from the surface at the higher blowing ratio. 

Figure 7(a) shows that centerline effectiveness values are re
duced considerably (when compared at the same x/D) at LID of 
1.6 and 4.0 when in - 0.5 and pulsations are imposed a t / = 32 
Hz. In contrast, Fig. 1(b) shows that changes due to 32 Hz 
pulsations are much smaller when the blowing ratio in is 1.0. 

L/D f 

- © - 1 . 6 0 Hz 
- a - 4 . 0 0 Hz 
—0-10. 0 Hz 
- • - 1 . 6 32 Hz 
- • - 4 . 0 32 Hz 
- • - 1 0 . 32 Hz 

Fig. 7 Centerline adiabatic film cooling effectiveness for f = 0 Hz and 
f = 32 Hz: (a) m = 0.5; (b) m = 1.0 
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the surface are also evident in the spanwise-averaged data since 
effectiveness values are consistently greater with in = 0.5 than for 
in = 1.0 when compared at the same LID and x/D. As for the 
centerline data, the effects of pulsations on spanwise-averaged 
effectiveness values in Figs. 8(6) and 9(6) are most important at in 
= 0.5 when LID is 1.6 and 4.0. Alterations resulting from the 32 
Hz pulsations are somewhat less at in = 0.5 when LID is 10, and 
at in = 1.0 when LID is 1.6, 4.0, and 10. 

Iso-Energetic Stanton Number Ratio Distributions. 
Spanwise-averaged iso-energetic Stanton number ratios are pre
sented in Fig. 10(a) for in = 0.5 and in Fig. 10(6) for m = 1.0. 
Comparisons of St,,m/St0 results corresponding t o / = 0 Hz and in 
= 0.5 show that values generally increase with LID when com
pared at the same x/D. T h e / = 0 Hz data for in = 1.0 in Fig. 
10(6) show similar trends at x/D < 7-10. Opposite Stfm/St0 trends 
with LID are evident in this figure at xlD larger than 7-10. Such 
changes are largely due to different amounts of mixing and turbu
lence in the injectant as it leaves the holes. These are tied to 
varying LID, which result in different distances between hole exits 
and the leeward side separations near hole entrances. 

As for the effectiveness distributions, the largest St,-n,/St0 vari
ations with/occur for LID = 1.6 in Figs. 10(a) and 10(6). With 
the exception of data corresponding to x/D = 5, LID = 4, and in 
= 0.5 in Fig. 10(a), almost no change with pulsation frequency/ 
are evident at each x/D for LID = 4 and LID = 10. The change 
of Stta/St0 with/for LID = 1.6 at particular values of xlD at in 
= 0.5 is opposite to the change at in = 1.0. Spanwise-averaged 
Sttm/St0 distributions in Fig. 10(a) for m = 0.5 increase as the 
pulsation frequency increases from 0 Hz to 32 Hz. In contrast, 
spanwise-averaged Stf-ra/St0 distributions in Fig. 10(6) for in = 1.0 
decrease as the pulsation frequency increases from 0 Hz to 32 Hz. 
The pulsations thus seem to alter Stanton number ratios in different 
ways at these two different blowing ratios because of different 
amounts of injectant lift-off. 

0.4 

Alterations to time-averaged injectant distributions with imposed 
pulsations relative to injectant distributions measured with no 
pulsations are responsible. This is illustrated by results in Fig. 5(a), 
which shows marked differences between/ = 32 Hz and/ = 0 Hz 
injectant distributions measured at xlD = 5.0 and in = 0.5, 
especially when LID is 1.6 and 4.0. In these two cases, the largest 
injectant concentrations in the pulsating flows are much less con
centrated and spread much further from the wall compared to 
injectant distributions measured with / = 0 Hz. Results in Fig. 
5(6) for m = 1.0, on the other hand, show much less spreading 
and that the locations of highest injectant concentrations are not 
altered significantly by imposed pulsations. 

Adiabatic effectiveness values in Figs. 8 and 9 are determined 
from averages of local values over zlD from —1.5 to 1.5. The data 
of Pedersen et al. (1977) and Goldstein and Yoshida (1982) are 
compared to our LID = 10 data in Figs. 8(a) and 9(a) because 
their injection hole lengths are long enough to produce velocity 
profiles that are nearly fully developed at their hole exits. Present 
steady effectiveness values (for/ = 0 Hz) at in of 0.5 (in Fig. 8(a)) 
and 1.0 (in Fig. 9(a)) are larger than theirs because of different 
experimental conditions. Their ratio of displacement thickness to 
the hole length is less and their blowing ratio is slightly higher than 
present values, which causes their injectant to penetrate further 
into the boundary layer and free stream. As a result, their effec
tiveness distributions are somewhat lower than ours when com
pared at the same x/D and in. 

Spanwise-averaged effectiveness values (for/ = 0 Hz) in Figs. 
8(a) and 9(a) are smaller than centerline values in Figs. 7(a) and 
7(6) because the region between the adjacent holes is not fully 
covered by the injectant. Qualitative trends show some similarity 
since effectiveness values in both cases are higher at particular 
values of x/D when LID is larger. The effects of film lift-off from 

- i - r T - r T T 

(a) 

Goldstein and Yoshida (1982) 

Pedersen et al. (1977) -

Fig. 9 Spanwise-averaged adiabatic film cooling effectiveness for m = 
1.0. Symbols are identified on Fig. 7: (a) Comparison of f = 0 Hz data with 
data from Pedersen et al. (1977) and Goldstein and Yoshida (1982); (b) f = 
0 Hz and f = 32 Hz data. 
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a portion of each pulsation period. This results in better time-
averaged film coverage on the surface, which is consistent with 
/ = 0 Hz and/ = 32 Hz injectant distributions for LID = 1.6 in 
Fig. 5(£>) for m = 1.0. There, the time-averaged injectant distri
bution measured with / = 32 Hz shows larger concentrations 
closer to the surface than the distribution measured with/ = 0 Hz. 

Summary and Conclusions 
The alterations to film cooling (from a single row of simple 

angle holes) produced by pulsations imposed at 32 Hz become 
greater as the hole length-to-diameter ratio decreases from 10 to 4 
to 1.6. Important changes to injectant distributions by the pulsa
tions occur at both time-averaged blowing ratios investigated, 0.5 
and 1.0, but they are more significant at the lower blowing ratio. 
The largest alterations thus occur using LID = 1.6 holes with in 
= 0.5 subject to pulsations at 32 Hz (which corresponds to a 
coolant Strouhal number of 1.6), and are in the form of spreading 
of injectant concentrations over larger volumes compared to steady 
distributions. 

This results in diminished film cooling protection, as evidenced 
by the overall film cooling performance parameter, which is re
duced significantly by pulsations imposed at 32 Hz when in = 0.5 
and LID is 1.6 or 4.0. When compared at particular xlD and LID, 
the most important reductions to centerline and spanwise-averaged 
adiabatic film cooling effectiveness magnitudes, and the largest 
increases of spanwise-averaged iso-energetic Stanton number ra
tios from the pulsations occur for the same in and LID, In contrast, 
the overall film cooling performance parameter is improved by 
pulsations imposed at 32 Hz when in = 1.0 and LID is 1.6. 

Phase-averaged injectant temperature distributions, measured in 
the span wise/normal plane at x/D = 5.0, show periodic variations 
due to instantaneous changes of both the injectant flow rate and 

Overall Film Cooling Performance Parameter Distributions. 
Spanwise-averaged magnitudes of the overall film cooling perfor
mance parameter, q"/q"„, are presented in Fig. 11(a) for in = 0.5 
and in Fig. 11(b) for m = 1.0. Values of q"lq% are determined 
using the spanwise-averaged effectiveness data in Figs. 8 and 9, 
the spanwise-averaged iso-energetic Stanton number ratio data in 
Fig. 10, and a 6 value at the surface of 1.75. 

The largest differences in q"lq"0 data for/ = 0 Hz and/ = 3 2 
Hz (when compared at the same x/D) are present for m = 0.5 with 
LID = 1.6 and LID = 4.0 in Fig. 11(a). In these cases, the best 
overall film cooling protection (and the lowest q"lq"„ distribution), 
for each LID, are present when no pulsations are imposed. When 
LID = 10.0, effects of the pulsations are minimal in Fig. 11(a) 
since q"lq"„ distributions for / = 0 Hz and / = 32 Hz are very 
similar to each other. 

In Fig. 11(b), q"lql distributions are nearly the same or increase 
slightly at each x/D as/increases from 0 Hz to 32 Hz when in = 
1.0 and LID is either 4.0 or 10.0. The LID = 1.6 results, also in 
Fig. 11(b) for the same in, however, show interesting behavior 
with different trends compared to other q"lq"„ distributions de
scribed in this paper. At this LID, t h e / = 32 Hz distribution is 
generally lower than the / = 0 Hz distribution when compared at 
the same x/D. This is interesting because it indicates that the 
protection provided by film cooling is improved by the pulsations. 
According to Abhari (1996), unsteady pressure fluctuations can 
either increase or decrease the time-averaged coolant fluxes down
stream of the film cooling holes, depending upon the details of the 
film cooling hole design, hole placement, and turbine operating 
conditions. Protection is improved by 32 Hz pulsations in the 
present study when m = 1.0 because the pulsations act to peri
odically oscillate injectant locations with time (Ligrani et al., 
1996a). As a result, injectant that is nominally continuously lifted 
off of the surface without pulsations is rearranged when pulsations 
are present so that it is periodically located near the surface during 

Fig. 11 Spanwise-averaged overall film cooling performance parameter 
for f = 0 Hz and f = 32 Hz. Symbols are identified on Fig. 7: (a) m = 0.5; 
( b ) m = 1.0. 
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injectant flow characteristics within the holes. Different injectant 
flow characteristics within holes are evidenced by velocity distri
butions at hole exits, which are highly nonuniform at smaller 
length-to-diameter ratios. The imposed bulk flow pulsations influ
ence the behavior of the separation region producing this nonuni-
formity as well as the film distribution as it leaves the holes and is 
advected downstream. As a result, changes to film protection 
which occur at a pulsation frequency of 32 Hz (at coolant Strouhal 
numbers from 0.8 to 10.0) for a particular film injection hole 
cross-section geometry are not characterized by a single value of 
injectant Strouhal number (Ligrani et al., 1996a) as LID and m are 
varied. Instead, the decrease in film protection is dependent upon 
a number of characteristics, including the injectant Strouhal num
ber Stc, the free-stream Strouhal number St„, the length-to-
diameter ratio of the holes LID, the behavior of the film injectant 
as it passes through the holes, the design of the injectant supply 
plenum, and the time-averaged blowing ratio in. 
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Turbulence Spectra and Length 
Scales Measured in Film 
Coolant Flows Emerging From 
Discrete Holes 
To date, very little attention has been devoted to the scales and turbulence energy spectra 
of coolant exiting from film cooling holes. Length-scale documentation and spectral 
measurements have primarily been concerned with the free-stream flow with which the 
coolant interacts. Documentation of scales and energy decomposition of the coolant flow 
leads to more complete understanding of this important flow and the mechanisms by which 
it disperses and mixes with the free stream. CFD modeling of the emerging flow can use 
these data as verification that flow computations are accurate. To address this need, 
spectral measurements were taken with single-sensor, hot-wire anemometry at the exit 
plane of film cooling holes. Energy spectral distributions and length scales calculated 
from these distributions are presented for film cooling holes of different lengths and for 
coolant supply plenums of different geometries. Measurements are presented on the hole 
streamwise centerline at the center of the hole, one-half diameter upstream of center, and 
one-half diameter downstream of center. The data highlight some fundamental differences 
in energy content, dominant frequencies, and scales with changes in the hole and plenum 
geometries. Coolant flowing through long holes exhibits smoothly distributed spectra as 
might be anticipated in fully developed tube flows. Spectra from short-hole flows, however, 
show dominant frequencies. 

Introduction 

To date, measurement of spectral distributions and length scales 
in film cooling studies has primarily focused on the free stream. It 
is common, for instance, to see film cooling studies that document 
the integral length scales calculated from spectral measurements 
taken in the free stream. Although the precise influence that 
free-stream scales have on film cooling performance has not been 
discerned, such documentation has been considered necessary for 
complete documentation and for proper starting of computational 
studies. The effect of length scales on cooling performance can 
only be inferred from data taken in film cooling studies performed 
at different turbulence levels that were generated by a variety of 
means. 

To complete the documentation and the boundary conditions for 
computation, details of the scales, energy distribution, and dissi
pation rates in the coolant flow are needed. Early studies in the 
literature were primarily with long-hole delivery and, thus, the 
turbulence was that of fully developed turbulent pipe flow. As we 
realize the importance of the hole LID, and investigate with 
shorter holes, we raise the need for documenting the influence of 
the hole and supply plenum geometries on coolant flow velocity 
distributions, turbulence levels, and scales. 

Spectral measurements have been documented in considerable 
detail over the years for fully developed turbulent pipe flow, 
including the studies of Laufer (1953), Lawn (1971), Bremhorst 
and Walker (1973), and Berman and Dunning (1973). In general, 
fully developed pipe flow studies have documented low energy 
content at low frequencies, a universal —§ equilibrium range in the 
high frequencies, and a majority of the energy containing eddies in 
a midfrequency range. Depending upon radial location, integral 
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length scales of 25-75 percent of the pipe diameter have been 
determined. The larger scales are measured along the hole center-
line while the smaller scales are found nearer the wall. Peak 
energies were found at 0.3 < StD < 1.2. Spectra in developing pipe 
flows have been documented by Azad et al. (1978). 

Cylinders in crossflows exhibit some similarities to film cooling 
flows. Like a cylinder in crossflow, the coolant jet is subjected to 
a free-stream cross flow and sheds vortices in its wake. For flow 
past a solid cylinder, the Strouhal number for 300 < Re < 100,000 
is nearly constant and equal to 0.21. 

Spectral measurements in film cooling flows are few. Coherent 
frequencies in deflected jets are in the range StD = 0.08-0.085 
(McMahon et al, 1971). For an LID = 4.0, Kohli and Bogard 
(1998) documented spectra of temperature fluctuations along the 
hole centerline at yID = 0.1 and at different streamwise locations. 
The characteristic length scale was the hole diameter. 

In this paper, spectral energy distributions based on effective 
velocity are given and corresponding length scales and turbulence 
parameters are calculated. This is done for film cooling holes of 
different lengths and coolant supply plenum geometries. The data 
highlight some fundamental differences from case to case. 

Experimental Test Facility 
The test facility has two major sections: mainstream and coolant 

supply systems. The mainstream flow is supplied via a high-
turbulence wind tunnel constructed by Wang (1996). The tunnel is 
a combustor simulator that produces turbulence levels character
istic of those found downstream from the combustor in an actual 
engine. For reference, the mean velocity and turbulence level in 
the free stream above the holes are nominally 10.8 m/s and 11.5 
percent, respectively. The boundary layer thicknesses at the film 
cooling holes are 899ID = 1.13, BID = 0.082, and 8*ID = 
0.105. Some details of the free stream are given in Fig. 3 and 
Table 1. The coolant flow is delivered by a blower to a large 
plenum (37.5 cm X 66 cm X 17.8 cm) and then to the film cooling 
test plate. Mass flow to the film cooling holes is monitored with 

Journal of Turbomachinery Copyright © 1999 by ASME JULY 1999, Vol. 121 / 551 

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Turbulence parameters and scales 

Case, Flow VR x/D u.,/uh„,. k 
(mVs2) (m2/s3) 

V D n/D 
(xlO3) 

14, Sink 6.5 " 

"T.o" 

-63 
0.0 

" & 
0.0 
0.5 

1.40 
1.47 
1.18 
T.3'2 
1.09 
0.83 

6.186 
1.034 
1.788 
0.368 
8.712 
5.184 

271.8 
662.3 

4451 
4710 

0.166 
0.154 

0.248 
0.107 

3.30 
2.64 

1.61 
1.59 

4.6, Sink 0.51 0.0 
"To" -63 

0.0 
0.5 

1.24 
'"OS 

1.00 
1.01 

1.212 
"T.W 

4.128 
2.542 

495.9 
i'2'67 
1910 
1360 

0.193 
"'O'.'26'S 

0.189 
0.127 

3.15 
"•m 

1.97 
2.14 

6.6, Sink 63 
"To" 

0.0 
"W 

1.28 
"TBS 

6.724 

"im 
163.1 

"WS 
0.162 

""OVS'ST" 
3.74 

'"TIT 
16, Sink 63 

"T.6" 

-0.5 
0.0 
0.5 

""W3 
0.0 
0.5 

1.16 
1.33 
1.47 

"To8 
1.11 
1.32 

1.168 292.9 0.171 
0.418 25.37 0.456 
0.284 23.63 0.274 

"TS58" '"W.6 ""6-.-2'5,7 
1.402 277.2 0.256 
0.764 225.1 0.127 

3.18 
5.85 
5.96 

"•'3.08' 
3.25 
3.43 

2.3, Co-Flow 6.5" 
"To" 

0.0 
"'"63 

0.0 
0.5 

1.30 
"T2T 

1.02 
0.94 

1.622 401.3 
"'6"788' '2'l'i3 

10.01 3950 
5.910 3755 

0.220 

•"iros 
0.344 
0.164 

2.95 
""3.47 

1.67 
1.69 

2.3, Counter-Flow 63 
"T.6" 

6.6 
"•-63 

0.0 
0.5 

1.51 
1.38 ' 
1.27 
1.16 

6.944 
"TOT 

9.004 
8.284 

197.1 

3760 
8732 

0.199 

0.308 
0.117 

$31 

1.68 
1.36 

Freestream ti/A 0.0 N/A 2.124 154.0 0.857 3.77 

laminar flow meters (Am = ±2.3 percent). Engine-representative 
film coolant-to-free-stream velocity ratios of 0.5 (ReD = 6,500) 
and 1.0 (ReD = 13,000) are documented. The nominal density ratio 
between the two streams is unity. Compressibility effects are not 
captured in this experiment. Further details of the facility are 
provided in Burd and Simon (1997) and Burd et al. (1998). 

Film Cooling Geometries 
One row of eleven, streamwise-oriented film cooling holes (Fig. 

1(A)) is machined in a 2.54-cm-thick phenolic laminate plate to 
form the film cooling test section. The holes, 19.05 mm diameter 
and with 35 deg inclination, have a hole length-to-diameter ratio of 
2.3 and a hole pitch-to-diameter ratio of 3. 

To investigate the influence of hole length-to-diameter ratio, 
several sets of tubes of different lengths were connected to the 
supply plenum side of the film cooling test plate. The tubes have 
tID equal to 0.18. In engines, of course, this ratio would be very 
large. Entrance loss data of Fried and Idelchik (1989) indicate that 
the tID used in this study is large enough that t influences are 
insignificant. With the tubes, hole length-to-diameter ratios of 4.6, 
6.6, and 7.0 are created. The LID = 7.0 tube geometry is ma

chined with its entrance normal to the tube centerline (Fig. 1(5)). 
The entrance is parallel to the hole exit plane with the LID = 4.6 
and 6.6 tubes. 

Two additional geometries (Figs. 1(C) and 1(D)), which intro
duce approach flow momentum, are also investigated. For these 
geometries, a baffle was placed along the plenum side of the film 
cooling test plate to restrict the coolant supply flow and force it to 
enter with a counterflow (parallel but in the opposite direction, Fig. 
1(C)) or coflow (parallel and in the same direction, Fig. 1(D)) 
relative to the mainstream. Both have LID = 2.3. Actual engine 
L/D's range over 1 < LID < 10. The total baffle length is 25.3 
cm (13.3D) with the entrance to the channel located 10.5 cm 
(5.5D) upstream from the leading edge of the holes. The delivery 
channel height is 2D. The film cooling hole-to-channel cross-
sectional area ratio is 0.125. 

Measurements 
Single-sensor, hot-wire anemometry (TSI Model 1218-T1.5 

connected to a TSI IFA-100 anemometer bridge) is used to mea
sure instantaneous velocity over the exit plane of the film cooling 
holes. Measurements were with a 3.81-/u.m-dia hot wire, with an 

Nomenclature 

D = film cooling hole, pipe, or cylin
der diameter, m 

E(K) = wave number based power spec
tral density, m3/s2 

E(f) = frequency based power spectral 
density, m2/s 

/ = frequency, Hz 
k = turbulence kinetic energy, m2/s2 

L = film cooling hole length, m 
L„ = energy or dissipation turbulent 

length scale, m 
/ = coolant-to-mainstream momen

tum flux ratio 
P = frequency-weighted spectra = 

£ ( / ) x fl(utlt)
2 

Re = Reynolds number based on Ux 

andD 

ReD = Reynolds number based on [/hols 

andD 
St = Strouhal number = fD/U^ 

StD = Strouhal number = fD/Ulmk 

t = wall thickness of hole extension 
tube, m 

UeK = mean effective velocity, m/s 
[/hoie = bulk mean film cooling hole 

(pipe) velocity, m/s 
£/„ = free-stream velocity, m/s 
VR = coolant-to-mainstream velocity 

ratio 
Melf = rms fluctuation about [/cff, m/s 

x = streamwise distance from hole 
center, m 

y = wall-normal distance, m 
z = lateral distance from hole center, 

S* = boundary layer displacement thick
ness, m 

S99 = boundary layer thickness (99%), m 
Am = mass flow uncertainty (95% confi

dence), kg/s 
e = dissipation rate, mVs3 

T) = Kolmogorov or microscale of tur
bulence, m 

6 = boundary layer momentum thick
ness, m 

K = wave number, m"1 

A = integral length scale, m 
v = kinematic viscosity, m2/s 
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Fig. 1 Film cooling geometries 

active length-to-diameter ratio of 300, positioned normal to the 
free stream and parallel to the film-cooled surface (Fig. 2). Thus, 
the measured velocities are effective cooling velocities to the 
hot-wire sensor, UcS;. Spectral distributions were measured along 
the streamwise hole centerline at x/D = - 0 . 5 , xlD = 0.0, and 
xlD = 0.5 of a single hole, of the eleven-hole array, as shown in 
Fig. 2. Surveys of velocities over all the holes show hole-to-hole 
uniformity to within 2 percent. 

For brevity, hole-exit velocity, Uel!, and rms turbulence level, 
weff, distributions are not presented in this paper. Readers are 
referred to Burd and Simon (1997, 1999) for such measurements. 
In general, both LID and flow entry geometry influence hole exit 
velocity profiles. Short holes exhibit high momentum or "jetting" 
toward the windward (upstream relative to the free stream) portion 
of the exit plane whereas longer lengths result in more uniform 
velocity profiles or slight skewing toward the leeward portion of 
the exit plane. With short holes, changes in supply plenum geom
etry influence the location and size of the separation zones that 
form at the entrance of the film cooling holes. With coflow, coolant 
momentum is higher in the leeward portion of the exit plane and 
with counterflow, there is substantial "jetting" toward the wind
ward portion of the exit plane. 

Film Cooling Spectra. The hot-wire voltage was sampled 
using a 16-bit analog-to-digital converter (IOTECH Model #ADC 
488/8SA) in batch sizes of 262,144. Low-pass filtering was per
formed using a dual-channel filter (Stanford Research Systems, 
Inc., Model SR650). 

After acquiring data, a fast Fourier transform was performed 
using Matlab software (The Math Works, Inc.) yielding the power 
spectral distribution (Hinze, 1975): 

E(f) 
[ujf, df)Y 

df and 
277 

E(f) = jrE(K) (1) 

Spectral measurements were recorded in four segments, then 
pieced together during post-processing to yield a total of 1.05 

z/D=0.0 

? 
• Measurement \ ' G ^ ' ' , ' ' " ' "• 

P o i n t s \ • : . . . 'i i ^ * ' • • • ' _ _ 

\ * c • • .:C <=^> \ \ • ' • , i — . - ^ \ 

\ Coolant 

E(K) 

Fig. 2 Measurement locations 

St io 10 

Fig. 3 Spectra of free stream 

million points for each spectral distribution. The sampling frequen
cies associated with these segments were 20 kHz, 2 kHz, 200 Hz, 
and 20 Hz. Low-pass filtering for these cases was at 10 kHz, 1 
kHz, 100 Hz, and 10 Hz, respectively. This just satisfies the 
Nyquist sampling criterion. It was not aggressive enough to re
move all alias error from the sampled data records. The use of four 
segments, however, produced large bands of overlap between 
spectra gathered at different sampling frequencies. Thus, aliases 
were removed by joining individual segments to produce a single 
continuous spectrum from the four segments, with only the highest 
frequency band containing a small amount of alias error. As a 
check, the sampling frequency was doubled and no appreciable 
differences were noted. Without smoothing, the spectra distribu
tions would exhibit substantial scatter. Smoothing was employed 
using Hanning windowing. 

The spectral distribution in this paper are presented in two plot 
formats. The first details P (the product of the power spectral 
density, £ ( / ) , and the local frequency, / , normalized on «,„) 
versus St (e.g., Fig. 3(A)). This type of figure is useful for deter
mining the proportional energy content of the flow at particular 
frequencies for, in this form, the area under the curve in any 
frequency band is proportional to the energy in that frequency 
band. The second type of plot details the power spectral density, 
£ ( K ) , versus the wave number, K (e.g., Fig. 3(B)). This plot is 
useful in determining the dissipation rate and scales within the 
coolant flow. Examples of the spectra are given in Fig. 3. This 
figure highlights spectra measured in the free stream. On Fig. 3(B), 
the various regimes of the spectra can be easily distinguished. At 
low frequencies, the energy is associated with the largest eddies in 
the flow and whatever unsteadiness may exist at those frequencies. 
At high frequencies, the spectra denote the inertial subrange (iden
tified by the K~5'3 relationship) and, for higher K, the dissipation 
range. At midfrequencies, the spectra distribution is related to the 
energy-containing eddies in the flow (e.g., peak in Fig. 3(A)). Very 
low-frequency ( / < 10 Hz) spectral data are not representative of 
turbulence and merely highlight some low-frequency unsteadiness 
of the film cooling and mainstream flows. 

The single-sample uncertainties involved in single-sensor mea
surements of velocity are typically larger at smaller velocities. Bias 
errors result from items such as changes in fluid properties be
tween calibration and measurement, instantaneous flow reversal 
over the sensor, and sensor drift. A standard propagation, as 
detailed by Kline and McClintock (1953), of uncertainty contri
butions assigned for these various effects yields a combined un
certainty on time-mean and rms velocity fluctuations of 5-7 per
cent. Due to the large sample sizes and long sampling times 
associated with the hot-wire calibration and measurements, sto-
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Fig. 4 Spectral distributions at xlD = 0 for UCTs at VR = 1.0 

chastic errors fall well below the deterministic errors and are 
negligible in comparison. Comparisons of mean velocity and tur
bulence intensity to data by Laufer (1953), Lawn (1971), Brem-
horst and Walker (1973), and Berman and Dunning (1973) in a 
fully developed pipe flow are used to corroborate these uncertainty 
values. Per these data, uncertainty values on the order of 5 percent 
of mean values are reasonable under the conditions of the bulk of 
the present data, so long as velocity fluctuation rms levels remain 
below 25 percent of the local measured velocity. Flow reversal 
over the sensor would be rectified, causing error in both fluctuation 
magnitude and the indicated frequency. Analyses by Russ and 
Simon (1990) indicate that such errors become significant for 
turbulence intensities in excess of 25 percent. Spectra measure
ments were taken in flows that did not violate the 25 percent 
criterion. These uncertainties are consistent with previous experi
ence with such measurements and with Yavuzkurt (1984). 

Spectra With Varying LID. Four film cooling hole geome
tries having LID = 2.3, 4.6, 6.6, and 7.0 with a large, open 
plenum ("sink" flow delivery, Figs. 1(A) and 1(B)) were investi
gated to document the effects of hole length. 

Figures 4 and 5 show such data (P versus St) at the hole center 
(x = v = z = 0) with VR = 1.0 and 0.5, respectively. It is 
evident that all the coolant flows exhibit the same dominant 
frequencies, centered on St = 0.8, suggesting turbulent scales on 
the order of 0.8£>. This is similar to the range of scales of 
temperature fluctuations found by Kohli and Bogard (1998). For 
the VR = 1.0 case, Fig. 4, data from short holes exhibit concen
tration in a narrower part of that frequency range. Data from long 
holes are more typical of fully developed flows, like those given 
for the free stream in Fig. 3. Also, peak values are higher with 
small LID than with large LID, suggesting attenuation of some 
energy with increased hole length. Although not presented, spec
tral measurements were also taken without the free stream flow. 
These spectra still exhibit the same range of dominant frequencies, 
0.5 < St < 0.9, for all cases and show that the peak dies off as the 
hole length is increased. It is speculated that this dominant fre
quency corresponds to the frequency of unsteady separation at the 
hole entrance and is not associated with any processes in the 
coolant-mainstream mixing zone. 

Recall that the free-stream turbulence is centered around St = 
0.05 (Fig. 3). Noteworthy is that the influence of this low-
frequency free-stream turbulence (0.02 < St < 0.07) is small. In 
the spectra, some low-frequency unsteadiness (St < 0.01) is vis
ible. It is most evident for the LID = 7.0 cases, primarily focused 
at the windward and center measurement locations, and is mea
sured with and without the external free-stream flow. Since this 
unsteadiness is substantial for LID = 7.0 and minor for LID = 
6.6, it is attributed to differences in inlet geometries and the 
associated separation zones at inlet. Unlike the other cases, LID = 
7.0 has no strong preference for the separation location at the inlet. 
This may make this geometry more susceptible to low-cycle un
steadiness within the coolant supply flow. It is likely that this 
separation oscillates or precesses. 

For VR = 0.5 (Fig. 5), trends similar to the VR = 1.0 case are 
observed. With the lower coolant momentum, differences between 
LID cases are lessened. The shorter L/D's cases exhibit more 
peaking of energy, but not to the extent found in Fig. 4. Also, all 
the peak magnitudes are below those for the VR = 1.0 flow. 
Finally, the VR = 0.5 flow cases appear to be more influenced by 
the free stream than for VR = 1.0 case, since more distinct energy 
is visible in the 0.02 < St < 0.08 range. 

Given the distinctly different distributions of exit velocity with 
different LID (Burd and Simon, 1997, 1999), it is also likely that 
spectra may change from one position to another within the emerg
ing jet. To document this, data at y = z = 0 were also taken at 
xlD = - 0 . 5 (upstream of hole center) and xlD = 0.5 (down
stream of hole center). Figures 6 and 8 highlight these measure
ments for L/D's of 2.3, 4.6, and 7.0 and VR = 1.0. 

Upstream, x/D — - 0 . 5 (Fig. 6), there are very distinct differ
ences for different L/D's. Dominant frequencies are visible in each 
of the coolant flows, but they center about St = 0.6 for the short 
lengths and St = 1.0 for LID = 7.0. With such inclined holes, 
LID = 2.3 and LID = 4.6 cases would be expected to have 
substantial separation zones and associated shearing at the inlet to 
the delivery hole, whereas the LID = 7.0 case would have a 
smoother entrance, a smaller vena contracta, and more decay of the 
effect of this region over the longer delivery length. A sketch of the 
expected separation zones is shown in Fig. 7. It is apparent from 
Fig. 6 that the peaks are more defined and larger for LID = 2.3, 

Fig. 5 Spectral distributions at x/D = 0 for UD's at VR = 0.5 
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Fig. 8 Spectral distributions at x/D = 0.5 for UD = 2.3, 4.6, and 7.0 and 
Fig. 6 Spectral distributions at x/D = -0.5 for UD = 2.3,4.6, and 7.0 and W? = 1.0 
VR = 1.0 

decreasing as LID increases. As discussed by Burd and Simon 
(1997), the shorter LID cases are more susceptible to "jetting" or 
having higher velocities in the windward portion of the hole exit 
plane (see Fig. 7(A)), yielding significantly more coolant mass and 
turbulence energy in that region. Perhaps the most intriguing 
aspect of Fig. 6 is found in looking for frequencies that may be 
associated with the free stream. Both LID = 4.6 and LID = 7.0 
cases show very little energy at the free-stream frequencies 
(0.02 < St < 0.07) in their spectral distributions. The LID = 2.3 
case has more prominent jetting toward the windward side of the 
hole (see Fig. 7(B)) and is expected to have more momentum 
exchange with the free stream in the upstream portion of hole exit 
plane. Indeed, more influence of the free stream is being "felt" at 
this upstream location with the short hole, as evidenced by more 
energy in the 0.02 < St < 0.07 range (Fig. 6, LID = 2.3). The 
interaction is probably not influential, however, for the coolant-
energy and free-stream-induced-energy peaks remain separated in 
frequency and the fraction of energy at the free-stream-dominant 
frequency is relatively low. 

Measurements leeward of hole center are presented in Fig. 8. 
Unlike in the upstream measurements, the distributions for all 
LID's, are similar; all exhibit the majority of their energy content 
in the frequency band 0.3 < St < 3.0 and show little influence of 
free-stream frequencies. Peak energies are centered about St = 1.0, 
suggesting a turbulence scale equal to one hole diameter. As in 
Figs. 4 and 6, the short LID cases exhibit more concentrated peak 
energy. Though a modest contribution, the free-stream frequency 
influence (0.02 < St < 0.07) appears to increase mildly with LID. 

Recirculation 

Separation' 

(A) Counter-Flow, L/D=2.3 
(B) Sink-Flow, L/D=2.3 
(C) Sink-Flow. L/D=4.6 

(D) Sink-Flow, L/D=6.6 
(E) Co-Flow, UD=2.3 
fF) Sink-Flow. L/D=7.0 

Spectra With Modified Entrance Flow. Spectral distribu
tions (Figs. 9-11) were also taken for film cooling with LID = 2.3 
and modified entrance flow (Figs. 1(C) and 1(D)). Corresponding 
hole-exit velocity distributions for these configurations were pre
sented by Burd and Simon (1997, 1999). 

In general, the spectra for counterflow and coflow are similar to 
one another at all measurement locations. Contrary to the short-
hole, sink-flow configuration, these flows have coolant flow deliv
ered to the holes through a closed channel. As this coolant flow 
approaches the entrance to the holes, a turbulent boundary layer 
develops within the channel. This boundary layer is eventually 
ingested into the hole, contributing midfrequency energy (St ~ 
0.1) to the coolant flow. The net effect is a broader-band spectra 
for counter- and coflow, with additional energy in the frequency 
range 0.005 < St < 0.4. 

Fig. 7 Expected flow patterns of coolant through various hole geome
tries 

Fig. 9 Spectra distributions with UD = 2.3 and modified entrance flow 
at x/D = -0.5 and VR = 1.0 
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Fig. 10 Spectra distributions with UD = 2.3 and modified entrance flow 
at xlD = 0.0 and VR = 1.0 

Figure 9 highlights the spectral distributions for xlD = - 0 . 5 . 
All cases show a energy peak at St = 0.6-0.7. This was previously 
attributed to unsteady separation at the hole inlet. The peak is less 
well defined for counter- and coflow. The counterflow case has the 
most prominent "jetting," or skewing of the exit velocity distribu
tion toward the windward portion of the hole, and, thus, is ex
pected to have the highest momentum exchange with the free 
stream in the upstream portion of hole exit plane (see Fig. 7). 
Unlike the "sink flow" case, this interaction is strong enough that 
the free stream (0.02 < St < 0.07) and coolant peak (St ~ 0.6) 
energies have merged. With coflow, the extent ofjetting is reduced 

— i i — i — ' ' ' ' " " i 

C o u n t e r - F l o w 
IT, 

E(K) 

Fig. 12 Examples of spectra for short and long holes: (A) UD = 7.0, 
XlD = -0.5, VR = 1.0; (S) UD = 2.3, xlD = -0.5, VR = 1.0 

significantly (Burd and Simon, 1997); thus, coolant-free-stream 
interaction is weaker. As a result, the free-stream influence (0.02 < 
St < 0.07) is reduced. 

Distributions at the hole center (x = y = z = 0) are in Fig. 10. 
All configurations still have an energy peak about 0.6 < St < 0.7, 
with the "sink flow" configuration being most pronounced. Again, 
with the channel delivery, counter- and coflow have more signif
icant energy for St < 0.3. Since the coolant jetting and interaction 
with the free stream is at the windward portion of the hole exit, the 
energy at the free-stream frequencies, 0.02 < St < 0.07, is reduced 
at this location. 

Atx/D = —0.5 (Fig. 11), distributions for all the configurations 
are again similar to one another. Well-defined peak energies are 
common to all the cases while counter- and coflow continue to 
exhibit the broader spectrum. Coflow exhibits slightly higher en
ergy levels for 0.02 < St < 0.05. This suggests that coflow 
unsteadiness may be more influenced in the leeward portion of the 
hole, primarily due to more downstream interaction with the free 
stream. 

Turbulence Parameters and Scales. Thus far, normalization 
has been with the hole diameter. For better understanding and 
complete documentation, more characterization of the turbulent 
scales, local turbulent kinetic energy (k), and local dissipation 
rates (e) is needed. These quantities are particularly useful in 
computational modeling using k-e or large eddy simulation (LES) 
models. 

A common methodology for characterizing length scales in 
turbulent flows is the integral length scale (Hinze, 1975), a mea
sure of the largest eddies in the flow: 

A = lim 
f->o 

E(f)X 
Ur, 

4(«eff) ' 
lim £(«) X 

2l7 

4 ( 0 ' 
(2) 

Fig. 11 Spectra distributions with UD = 2.3 and modified entrance flow 
at x/D= 0.5 and VR = 1.0 

A s / —> 0, E(f) typically plateaus. 
For long film cooling holes, spectral distributions similar to 

those shown in Fig. 3(5) are found. Unlike free-stream spectra, 
though, coolant spectra have two regions in which E(K) tend to 
plateau (Fig. 12). One corresponds to low-frequency unsteadiness 
( / —> 0) and the other is considered to correspond to the larger 
scales of turbulence. Length scales computed from Eq. (2) using 
E(K) at this second plateau are generally about 0.1-0.5O, char
acteristic of values found for developing and near-fully developed 
pipe flows. 

Power spectral density distributions can also be used to deter
mine energy dissipation rates when a - f equilibrium inertial 
subrange exists (Hinze, 1975). This is done using Eq. (3) below, in 
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which the dissipation rate is calculated by locating points, (K, 
£ ( K ) ) , on the spectral distributions that are tangent to a K~5'3 line: 

E(K) = g X 1.62 X e 2 ' 3 ^ 5 ' 3 (3) 

The selection of the coefficient 1.62 is consistent with Hinze. 
Other results may suggest the use of a different empirical value. In 
using this type of analysis, an assumption of isotropy must be 
employed. These flows are not expected to be isotropic in the 
larger scales, but in the inertial subrange, the turbulence is antic
ipated to be reasonably isotropic. Thus, this model is considered to 
give a suitable estimate of dissipation when a - | relationship is 
visible in the power spectra. Dissipation rates are not calculated for 
several cases with a shorter delivery length, however, as they 
tended to not follow this relationship. The dissipation rates calcu
lated are listed in Table 1 and are generally observed to be smallest 
for (1) low VR's, and (2) longer film cooling hole lengths. It was 
previously speculated that these cases have less interaction with 
the free-stream. This speculation is supported by the spectra in 
Figs. 4, 5, 6, and 8. Also, dissipation values tend to be lowest in the 
region of highest coolant velocity and lowest turbulence kinetic 
energy. This generally corresponds to regions in coolant flows 
where shear is low. 

The local turbulence kinetic energy is calculated using the 
measured rms velocity fluctuations (Table 1). To determine the 
local turbulence kinetic energy, k, a formulation that again as
sumes that the turbulence was isotropic (i.e., that rms components 
perpendicular to Uclt were also equal to u<,!t) was used: 

>t = 1.5(Meff)
2 (4) 

Observations regarding turbulence kinetic energy are that: (1) k 
magnitudes are largest for short film cooling hole lengths and 
decrease monotonically as LID is increased, (2) k scales on VR, 
and (3) locations of highest coolant momentum tend to have lowest 
k values. 

Knowledge of the turbulence kinetic energy and the dissipation 
rate provides a means of calculating the energy or dissipation 
length scale (Hancock and Bradshaw, 1983). Calculated L„ are 
also provided in Table 1. 

1.5(«e„)3 0.817(fc)3'2 

A final scale that is deduced from the measurements is the 
Kolmogorov or microscale of turbulence (Table 1): 

V={~) (6) 

Several trends are apparent. Energy length scales for all cases 
tend to fall into the range 0.1 < LJD < 0.45. No correlation with 
parameters emerges. In general, microscales of turbulence are 
largest for low VR's. No other correlations are clear. 

Conclusions 
Spectral distributions have been measured for a variety of film 

cooling configurations of differing film cooling hole lengths and 
coolant supply flow orientations. The results highlight some of the 
fundamental differences. Where possible, physical explanations of 
the trends were given. The distributions of turbulence energy were 
dependent on the film cooling design and the measurement loca
tion over the exit plane. 

In general, coolant flows through long and short holes exhibit 
nominally the same ranges of peak-energy frequencies. The range 
of dominant frequencies is 0.5 < St < 0.9 for measurements over 

the upstream portion and center of the hole exit-plane. Slightly 
larger peak frequencies are evident for flows over the downstream 
portion of the hole-exit plane (0.8 < St < 1.0). Such dominant 
frequencies suggest dominant turbulence scales of 0.5-1.0D for 
coolant flows. 

Documentation of additional turbulence parameters, including 
dissipation rates, and integral, energy, and Kolmogorov length 
scales, is also presented. In general, these data highlight the fact 
that short holes have higher dissipation values. Length scales for 
all geometries tend to be nominally of the same order of magni
tude. 

Useful for CFD and turbulence modeling is that though energy 
at the free-stream turbulence length scales is visible in the spectra 
(some spectra show it to be more prominent than others), it never 
seems to dominate the spectra. This implies that computation of 
the coolant flow and the free-stream-mixing zone could be sepa
rated so long as the appropriate velocity distribution of the coolant 
flow was imposed. 
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Heat Transfer and Flowfield 
Measurements in the Leading 
Edge Region of a Stator Vane 
Endwall 
The leading edge region of a first-stage stator vane experiences high heat transfer 
rates, especially near the endwall, making it very important to get a better understand
ing of the formation of the leading edge vortex. In order to improve numerical 
predictions of the complex endwall flow, benchmark quality experimental data are 
required. To this purpose, this study documents the endwall heat transfer and static 
pressure coefficient distribution of a modern stator vane for two different exit Reynolds 
numbers (Re„ = 6 X 10s and 1.2 X 106). In addition, laser-Doppler velocimeter 
measurements of all three components of the mean and fluctuating velocities are 
presented for a plane in the leading edge region. Results indicate that the endwall 
heat transfer, pressure distribution, and flowfield characteristics change with Reyn
olds number. The endwall pressure distributions show that lower pressure coefficients 
occur at higher Reynolds numbers due to secondary flows. The stronger secondary 
flows cause enhanced heat transfer near the trailing edge of the vane at the higher 
Reynolds number. On the other hand, the mean velocity, turbulent kinetic energy, 
and vorticity results indicate that leading edge vortex is stronger and more turbulent 
at the lower Reynolds number. The Reynolds number also has an effect on the location 
of the separation point, which moves closer to the stator vane at lower Reynolds 
numbers. 

Introduction 
Increasing exiting combustor temperatures for future gas tur

bine designs lead to high heat load demands on downstream 
turbine vanes. One of the regions having the highest heat trans
fer is where the leading edge of the vane meets the endwall. 
As the endwall boundary layer approaches the stagnation loca
tion of the protruding turbine vane, it experiences an increase 
in pressure, causing a stronger deceleration for the higher speed 
fluid than the lower speed fluid in the boundary layer. As a result 
of these differences in the deceleration, a transverse pressure 
gradient occurs along the vane, causing the higher speed fluid 
to turn toward the endwall plate. Subsequently, the formation 
of a horseshoe vortex occurs just upstream of the turbine vane. 
One of the legs of the horseshoe vortex wraps around the pres
sure side of the vane and the other around the suction side of 
the vane. 

There have been quite a few studies documenting endwall 
characteristics for rotors, but fewer stator vane studies, which 
typically have less of a turning angle and higher flow accelera
tions than rotors where both effects are believed to influence 
the secondary flows. Based on previously reported studies, there 
is still a need for a better understanding of the endwall flow, 
particularly in the leading edge region where the leading edge 
horseshoe vortex is formed and its relationship with secondary 
flows in the passage. Before computational efforts can expect 
to simulate the complex flowfield in the vane passage, it is 
imperative that the leading edge horseshoe vortex be correctly 
predicted. This study involves quantifying the surface heat 
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CT 06108. 
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International Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, 
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Institute February 1998. Paper No. 98-GT-173. Associate Technical Editor: R. E. 
Kielb. 

transfer as well as the horseshoe vortex that occurs in the leading 
edge endwall region of a modern turbine vane geometry. Highly 
resolved surface heat transfer measurements, made through the 
use of an infrared camera, will be reported for two different 
Reynolds numbers. In addition to surface heat transfer measure
ments, flow field measurements of the leading edge vortex and 
a comparison of measured and CFD predicted endwall static 
pressure will be discussed. 

Past Studies 
As mentioned earlier, many of the endwall investigations 

presented in the open literature have used airfoil geometries 
that have high turning angles, which are more representative of 
rotor geometries. Sieverding (1985) presents a summary of 
endwall flowfield models for rotor passages including one of 
the first models as presented by Langston et al. (1977). All of 
these studies imply the formation of the horseshoe vortex at the 
leading edge-endwall intersection with a pressure-side leg and 
suction-side leg. 

Since the blade curvature is an important effect in setting up 
the secondary flows, it is difficult to apply these same results 
to a stator vane that has a smaller turning angle. This fact is 
illustrated by Bailey (1980) in which he compared vane flow-
field measurements by Marchal and Sieverding (1977) to rotor 
flowfield measurements by Langston et al. (1977). This com
parison was made near the exits of the vane and rotor passages, 
which showed that the extent of the passage vortex was much 
greater for the vane than for the rotor. In addition, while the 
passage vortex was centered halfway between the suction and 
pressure surfaces for the vane, it was located nearer to the 
suction surface in the rotor. Bailey himself presented flowfield 
measurements for the endwall of a turbine vane in which his 
results concurred with Marchal and Sierverding's (1977), but 
was complicated by the fact that his test facility did not simulate 
the leading edge vortex. 
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Graziani et al. (1980), who used the same rotor geometry as 
Langston et al. (1977), compared differences between a bound
ary layer that was thick (15 percent of the span) and thin (2 
percent of the span) at the same inlet Reynolds numbers. One 
could, however, consider these two cases to be a high Re„ for 
the thick boundary layer and a low Re9 for the thin boundary 
layer, where 6 is the momentum thickness. This is in contrast 
to the results that will be discussed for our paper (in Table 2) , 
whereby the higher Re8 occurs for the thinner boundary layer. 
This difference in the relations between thick and thin boundary 
layers and momentum thicknesses occurs because of how the 
experiments were conducted. While we maintained the same 
upstream endwall plate length and only changed the free-stream 
velocity to vary the Reynolds number, Graziani et al. (1980) 
maintained the same inlet velocity and shortened their upstream 
endwall length. 

Graziani et al. (1980) showed for their surface streakline 
visualization at the low Ree case (thin boundary layer), there 
was less cross-over of the ink traces toward the suction side of 
the airfoil. Although the traces on the blade indicated that for 
both Re„ cases there was a movement of the traces toward the 
midspan of the blade, the high Ree case had traces that crawled 
farther toward the midspan of the blade as compared with the 
low Re<> case. As stated by Graziani et al. (1980), both of 
these results indicate that for the higher Refl the passage vortex 
occupies more of the passage in this region, which would then 
subject the suction side of the adjacent airfoil to be affected 
greater by secondary flow effects. The Stanton numbers are also 
consistent with this in that the contours for the high Ree case 
was more affected by the path of the vortex. Their endwall 
static pressure measurements, however, indicate lower pressure 
coefficients for the low Re„ case, whereby a lower pressure 
coefficient would be more consistent with a lift-off of the pas
sage vortex. This can be explained, however, by the fact that 
Graziani et al. (1980) maintained the same inlet velocity and 
changed the boundary layer by changing the approach plate 
length. In this case, the actual mass flow rate going through the 
passage would be more for the thinner boundary layer case and 
one would expect a larger decrease in the static pressure. 

Although the previous data indicate a stronger passage vortex 
at higher Reynolds number, the data of Graziani et al. (1980) 
were presented for a rotor. Boyle and Russell (1990) performed 
experiments for a large Reynolds number range for a stator vane 
geometry. At low Reynolds numbers, they found that Stanton 
number contours closely followed the inviscid streamlines from 
the pressure side to the suction side of the airfoil, while at 
higher Reynolds numbers the surface heat transfer correlates 

closely with the free-stream velocity and thereby looks more 
similar to the static pressure contours. 

Because the leading edge-endwall location typically has high 
heat transfer, particular attention has been paid to that region. 
On the endwall, one of the regions having the highest heat 
transfer coefficient is near where the airfoil leading edge meets 
the endwall. In relating information from the flow visualization 
to the heat transfer data, Gaugler and Russell (1984) combined 
two studies, their own and that of York et al. (1984), for a 
large-scale turbine vane in which they found the peak Stanton 
number to coincide with the region having the most intense 
vortex action. They also found near the suction surface a sec
ondary peak in Stanton number, which coincided with the region 
where the endwall separation line contacts the suction surface 
at the point where the flow started to climb the suction surface. 

Comparisons made by Boyle and Russell (1990) for endwall 
leading edge heat transfer for various Reynolds numbers and 
approach plate lengths indicated that heat transfer augmentation 
was higher at lower Reynolds numbers. Based on their heat 
transfer measurements for the thick and thin boundary layer 
cases, Graziani et al. (1980) postulated that the boundary layer 
separation due to the horseshoe vortex for the thinner inlet 
boundary layer was closer to the airfoil than for the thicker inlet 
boundary layer. In comparing two independent studies where 
the momentum thickness was the same, including the studies 
of Goldstein and Spores (1988) and Graziani et al. (1980), the 
Stanton number values and trends in the leading edge region 
were similar even though the Reynolds number was four times 
greater for Graziani et al. These results would indicate that for 
a rotor there is only a weak dependence on Reynolds number. 

One study in which the leading edge vortex has been mea
sured is that presented by Pierce and Harsh (1988) who used 
a streamlined cylinder normal to a flat plate where the ReD = 
1.7 X 105, based on the inlet velocity, and having a boundary 
layer thickness-to-cylinder diameter ratio of 699/D = 0.63. 
These results indicated a single vortex where the center of that 
vortex is located approximately 0.8D upstream of the cylinder. 
Heat transfer data reported by Goldstein and Spores (1988), 
however, had two peaks that near the leading edge indicated 
the presence of a corner vortex, causing an intense spike in the 
mass transfer coefficients, and the presence of the horseshoe 
vortex, causing a slight rise in the mass transfer coefficients. 
The flowfield data of Pierce and Harsh (1988) indicate only a 
single vortex but, as pointed out by Pierce and Harsh, this may 
be due to the resolution of the grid. In addition, because the 
data were acquired with a pitot probe, there was no information 

N o m e n c l a t u r e 

2 
rms 

C = true chord of stator vane 
Cp = pressure coefficient = (p -

Pi„)/^pUi 

D = diameter of vane leading edge 
2R 

H = shape factor = 8*16 
k = turbulent kinetic energy = j(w 

+ «L + tvD 
p = static pressure 
R = radius of vane leading edge 

Reex = Reynolds number defined as Ree] 

= CUJv 
Re2 = Reynolds number defined as Re2 

= IRUJv 
Re9 = Reynolds number defined as Ree 

= uine/v 
s = distance along streamline 
S = half-span height of stator vane 

St = Stanton number defined as St = 
hi pCpUin 

U, u = streamwise mean and fluctuating 
velocities 

U+ = mean velocity in wall coordi
nates = Ulh~Tp 

Ui„ = averaged inlet velocity over two 
vane pitches 

V, v = pitchwise mean and fluctuating 
velocities 

W, w = span wise mean and fluctuating 
velocities 

x - streamwise distance from stag
nation point 

y = pitchwise distance from stagna
tion point 

z = spanwise distance measured 
from endwall surface 

z+ = spanwise distance in inner coordi
nates, z+ = zfrjplv 

699 = boundary layer thickness 
<5* = displacement thickness 

e = dissipation 
6 = momentum thickness 
v = viscosity 
p = density 

rw = wall shear stress 
Wj, = vorticity in the pitchwise direction 

= (dU/dz) - (dW/dx) 

Subscripts 
avg = average 

in = inlet 
ex = exit 

rms = root mean square 
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Fig. 1 View of the corner turbine vane test section 

regarding the turbulence field associated with the horseshoe 
vortex region itself. 

Based on past studies, there is a clear need to investigate 
further the heat transfer characteristics of the endwall of a com
mercial stator vane. Although there has been a link between 
fiowfield visualization and surface heat transfer measurements, 
a link between measured flowfields and measured heat transfer 
is still needed. In particular, it is clear that the formation of the 
leading edge horseshoe vortex still needs to be understood and 
that there is still a need to provide benchmark data for computa
tional studies. 

Experimental Design 
A modern stator vane, scaled up by a factor of nine, was 

placed in a large-scale wind tunnel for this study. The construc
tion and the development of the scaled-up stator turbine vane 
and the test section have been documented by Bangert et al. 
(1997). Some modifications were made to the facility described 
in the above-mentioned study and these will be addressed in 
this paper. The wind tunnel used in this study is a large recircu
lating wind tunnel that contains a square test section and a 
corner test section. Figure 1 shows the corner test section, which 
contains a scaled-up central turbine vane and two leading edges, 
representing the two adjacent vanes, which are attached to flex
ible side walls. The adjacent leading edges were included to 
insure that the passage vortex was cgrrectly simulated in these 
experiments. The side wall boundary layers were removed by 
an adjustable bleed on one side and a suction box on the other 
to insure that the stagnation point was positioned correctly on 
the outer leading edges. This allowed for a periodic flow in 
both passages around the central airfoil. A heat flux plate was 
placed on the bottom endwall while various lids were placed 
on the top endwall depending upon the type of measurements 
that were needed, as will be described later. The flow was 
prevented from going from the pressure to the suction sides 
under the vane by applying a sealant at the base of the vane. 
A description of the turbine vane itself is given by Table 1. 

The major modification to the test section of Bangert et al. 
for this study was the use of both the top and bottom endwalls. 

Table 1 Geometric and flow conditions for stator vane 

Actual chord length 
Scaling factor 
Scaled-up chord length 
Pitch/chord 

6.60 cm 
9 

59.4 cm 
0.77 

Span/chord 
Exit Reynolds number 
Flow inlet angle 
Flow exit angle 
Approach length/chord 

0.93 
1.2x10" 

0° 
78" 
4.1 

o Retj = 1.2 x 10s, Top Endwall 

30- • Reoj = 1.2 x 106, Bottom Endwall 

25- A 

ReM = 6 x 10s, Top Endwall 

Retx = 6x10 ' , Bottom Endwall 

- Spalding's Law 

oooooo *^~ 

20- a 

oooooo *^~ 

15-

10-

5 -

0-
10° 10s 

Fig. 2(a) Inlet boundary layers measured one chord upstream for two 
Reynolds numbers on top and bottom endwalls 

Saddle . Separation 
Point v / Line 

Fig. 2(b) Endwall streakline visualization for Reex = 1.2 x 10e 

The heat transfer measurements were made on the bottom end-
wall while the static pressure and fiowfield measurements were 
made on the top endwall. For this reason, it was important to 
match the inlet boundary layer for the top and bottom endwalls. 
Boundary layer growth was controlled using splitter plates of 
length 2.7 m (or 4.6 vane chords) installed upstream of the 
stator vane leading edge. The flow approaching the stator vane 
test section is decelerated by the diffuser only in the lateral 
direction, while the distance across the span of the turbine vane 
is held fixed from the start of the splitter plates to the turbine 
vane. The splitter plates allow flow from the top and the bottom 
of the diffuser to be diverted; it is then redirected into the wind 
tunnel downstream of the stator vane test section. This diverted 
airflow was controlled using valves to insure that the same 
boundary layer conditions are met on both the top and bottom 
walls. The flow was tripped at the start of the splitter plates to 
obtain fully turbulent boundary layers at the inlet to the stator 
vane test section. The endwall heat transfer and fiowfield was 
investigated for two Reynolds numbers of Reex = 6 X 105 and 
1.2 X 106. 

Inlet Boundary Layer and Streakline Visualization. In
let boundary layer measurements using the laser-Doppler velo-
cimeter were done one chord upstream of the stator vane test 
section on the top and bottom endwalls. These are shown in 
Fig. 2(a) for both the high and low Reynolds number cases 
and the corresponding boundary layer parameters are listed in 
Table 2. Note that the incident turbulence level upstream of the 
vane was 0.6 percent. The results show that there is very good 
agreement between the boundary layers on the top and bottom 
endwalls. The ratio of boundary layer thickness to half-span 
height is 699/S = 0.21 and 699/S = 0.18 for the low and high-
Reynolds-number cases, respectively. The shape factors for 
these boundary layers are higher than those predicted by a zero-
pressure gradient correlation, but this is expected as the bound
ary layers experience an adverse pressure gradient in the diffuser 
section of the wind tunnel. The decrease in boundary layer 
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Table 2 Inlet boundary layer characteristics 

Re = 6x 105 Re = 1.2x10" 
Top Bottom Top Bottom 

599 (cm) 5.8 5.8 5.0 4.8 
5* (cm) 1.20 1.21 1.06 0.92 
3 (mm) 7.8 7.9 7.1 6.2 
H 1.55 1.52 1.50 1.48 
Reo 1870 1900 3340 2960 
U(m/s) 3.73 3.70 7.33 7.45 

thickness as the Reynolds number is increased between the two 
cases can be predicted based on a flat plate turbulent boundary 
layer correlation to be an decrease of 87 percent, which is 
consistent with the data presented in Table 2. Note that for these 
endwall studies the Reynolds number, based on the incident 
velocity and chord length are different by a factor of two, but 
the boundary layer thickness itself is only a factor of 15 percent 
different. 

Figure 2(b) shows the surface streakline patterns on the end-
wall for the high Reynolds number case, Reex = 1.2 X 106. 
These streaklines were obtained by painting a mixture of black 
paint, kerosene, and machine oil on shelf paper that was placed 
on the endwall. After the mixture was painted on the endwall, 
the wind tunnel was turned on and after about two hours a 
steady-state pattern was achieved. This pattern is very similar 
to those previously reported in the literature. A saddle point is 
clearly seen upstream of the stagnation location of the vane. 
The separation line is also clearly seen starting from the suction 
side of the vane and intersecting with the adjacent vane. This 
separation line occurs at a streamwise distance upstream of the 
stagnation location that is xIR = -0.76 for Reex = 1.2 X 106 

and slightly closer to the vane at xIR = -0.69 for Reex = 6 X 
105 (not shown here). This location of the separation line occurs 
at a position near where the flowfield measurements indicate a 
reverse flow direction (as will be discussed later in the text for 
Figs. 9(a) and 9(b)). 

Static Pressure Measurements. As mentioned earlier, a 
different top endwall was designed and installed for the static 
pressure measurements. Static pressure taps were made using 
brass tubes with an inside diameter of 0.79 mm. These taps 
were 9.5 mm long which resulted in a length-to-diameter ratio 
of 12. The measuring end of the tube was chamfered using a 
82 deg countersink. These parameters were chosen to give the 
most accurate static pressure measurements based on the recom
mendations of Mattingly (1996). The pressure taps were con
nected using flexible vinyl hose to two scanivalves (Scanivalve 
W0602/1P-24T Fluid Switch Wafer), which were connected 
to two differential pressure transducers (Omega PX 653) with 
pressure ranges of 0-0.5 and 0-2.0 in. of water. Voltage data 
from the pressure transducers were acquired using a National 
Instruments A/D board (AT-MIO-16E-2) and controlled using 
National Instrument's Lab VIEW, software. 

A total of 93 pressure taps were installed for the endwall 
static pressure measurements and are shown in Fig. 3. The 
locations of these taps were determined using CFD predictions 
of the endwall pressure coefficient, Cp, distribution. The CFD 
solution was sampled at selected locations and the static pres
sure contours were plotted using just those locations. Pressure 
locations were added until the pressure gradients were resolved 
sufficiently and the contours looked smooth. This resulted in a 
highly nonuniform distribution of the pressure taps as can be 
seen clearly in Fig. 3. For these pressure measurements 5000 
samples were acquired at every location at a sampling frequency 
of 1 kHz. The uncertainty in the pressure measurements from 
repeatability and run-to-run variations was estimated to be 
±0.05Cp. The total uncertainty in the pressure coefficient re
sults including a 1 percent uncertainty in the inlet velocity was 
estimated to be ±0.25Cp. 

Heat Transfer Measurements. Heat transfer measure
ments were made on the bottom endwall of the test section. A 
constant heat flux plate, manufactured by Electrofilm Manufac
turing, was designed to surround the styrofoam stator vane. The 
heater itself consists of a 50-^m-thick copper layer on top of a 
75-^m-thick kapton layer within which 25-^m-thick inconel 
heating elements were embedded in a serpentine pattern. The 
heater was then attached to the bottom endwall using double-
sided tape. The total area of the heat flux plate was 0.549 m2. 
Using a variac, the heat flux was varied between 400 and 800 
W/m2 for the two Reynolds numbers investigated in this study. 
The bottom endwall was made of 1.9-cm-thick plywood and 
insulated below by a 2.54-cm-thick R-5 extruded styrofoam. 
Lateral conduction in the copper layer was estimated to be less 
than 1 percent when considering the spot size over which the 
infrared camera averages the surface temperatures. On the top 
surface of the heater, where measurements were made, four E-
type ribbon thermocouples were placed using electrically insu
lating epoxy for calibration of the infrared camera. The top 
surface of the heater plate and the thermocouples were painted 
black. The free-stream temperature for these cases was nomi
nally 21°C. 

An infrared camera (Inframetrics Model 760) was used to 
collect the surface temperature information from the constant heat 
flux plate on the bottom endwall. The camera was calibrated in 
situ using a thermocouple placed on the heater surface. The correct 
plate emissivity and background temperature were determined 
over the required measurement temperature range, thereby giving 
a linear relationship between the thermocouple reading and infra
red camera measurement. For these measurements, the top en
dwall was replaced with one that had 13 viewing ports 11.43 cm 
in diameter, in which a lexan insert or a crystal fluoride window 
was placed. These viewing ports are shown in Fig. 3. The crystal 
fluoride window is 98 percent transmissive over the 8 to 12 /urn 
wavelength range, which is the operating range of the camera. 
The crystal fluoride window was moved to each of the 13 viewing 
ports and an image was recorded. Each image was an average of 
16 images and, based on an uncertainty analysis, it was determined 
that five of these 16-averaged images were enough to get a good 
average of the endwall temperatures. Some of the images from 
the 13 viewing ports overlapped spatially and, in those cases, the 
temperatures were averaged to get a final temperature for those 
endwall positions. 
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Fig. 3 Schematic of pressure tap locations and viewing ports for the 
infrared camera measurements 
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Fig. 4(f), c, d) Pressure coefficient contours on the endwall measured for Re,* = 6 x 105 (left) and for Reox = 1.2 x 10" (middle) and computed 
for Reex = 1 x 106 (right) 

The camera was operated at its maximum viewing area of 
21.5 cm X 16 cm, which it digitized onto 255 X 206 pixels. 
The spot size over which the infrared camera performed a spatial 
integration was 0.37 cm or, for comparison with the dimensions 
in terms of vane chords, 0.0062C. Small positioning crosses 
were placed on the endwall to identify where each of the pic
tures were taken. Temperature data from the camera were pro
cessed using ThermoMonitor Lite software, manufactured by 
Thermoteknix Systems Ltd, which gave the temperature data at 
each pixel. For each picture, the positioning crosses were used 
to scale and transform data at each pixel to its corresponding 
position on the endwall. A processing routine was written in-
house to assemble all the pictures into one complete picture of 
the endwall temperature distribution. 

The input heat flux was corrected for radiation losses, which 
amounted to 4-23 percent of the input power, and conduction 
losses, which amounted to 1.7-3.5 percent of the input power. 
No correction was necessary regarding heat losses from conduc
tion to the turbine vane itself because the vane was constructed 
using styrofoam (Bangert et al., 1997). Using the measured 
temperatures and the remaining convective heat flux, the heat 
transfer coefficients were computed and put in terms of a Stan

ton number based on the inlet velocity of 3.2 m/s for Reex = 6 
X 105 and 6.4 m/s for Recx = 1.2 X 106. The uncertainty in 
the Stanton number for a temperature difference of 5CC is ±3.5 
and 3 percent for the low and high Reynolds number cases, 
respectively. This uncertainty was dictated by the uncertainty 
in measuring the temperature and therefore is highest at the 
lowest temperature difference (5°C). 

Flowfield Measurements. All three components of veloc
ity were measured using a two-component LDV on the stagna
tion plane to quantify the leading edge vortex at the two different 
Reynolds numbers. Since this is a plane of symmetry, V, the 
pitchwise velocity component was very small. This component, 
however, was measured such that a total turbulent kinetic energy 
approaching the vane could be computed. The two-component 
backscatter fiberoptic LDV system used in this study consists 
of a 5 W Coherent laser used in conjunction with a TSI model 
9201 Colorburst beam separator. Velocity data were processed 
using TSI model IFA 755 Digital Burst Correlator controlled 
using TSI's FIND software. Two different focusing lenses (350 
and 750 mm) were used for these measurements. The 350 mm 
focusing lens was used to make measurements of the streamwise 
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and pitchwise components through the top endwall. The span-
wise component was measured from the side using the 750 mm 
focusing lens. 

The velocity measurement plane was over a region 7.6 cm 
X 7.6 cm in area. Velocity profiles were measured at 15 stream-
wise locations with 14 points each in the span wise direction for 
a total of 210 measurement locations. Distance between the 
profiles in the streamwise direction was kept fixed at 0.0085C 
while the measurement locations in the spanwise direction were 
concentrated near the endwall to discern the leading edge vor
tex. At each measurement location for each component of veloc
ity 10,000 data points were used to compute the mean and 
turbulence quantities. The data were corrected for velocity bias 
effects by applying the residence time weighting. Uncertainties 
in the mean velocity is estimated to be ±1 percent while the 
precision uncertainties, based on a 95 percent confidence inter
val, for the rms of the velocity fluctuations were 3.0 percent in 
the highly turbulent regions. 

Results 

Results for the two Reynolds numbers investigated in this 
study are presented first in terms of pressure coefficient and 
Stanton number contours on the endwall. Next, the flowfield 
results on the stagnation plane are presented in terms of mean 
velocity vectors and contours of the turbulent kinetic energy 
and vorticity. 

Endwall Static Pressure. Before the endwall static pres
sure results are discussed, it is useful to study the pressure 
distribution along the midspan of the vane. This allows us to 
separate the effect of secondary flows from the bulk motion. 
Figure 4(a) gives the static pressure measurements, in terms 
of the pressure coefficient for the low and high Reynolds num
ber cases at a spanwise location that is 40 percent up from the 
bottom endwall. The results have been presented as normalized 
distance along the vane surface, with the pressure side on the 
left and the suction side on the right. The strong acceleration 
on the suction side of the vane is clear from the rapidly decreas
ing value of Cp through sIC = 0.3. The flow continues to 
accelerate at a smaller rate until sIC = 0.5 after which the 
velocity stays relatively constant with Cp ~ —27. Note that 
there are slightly lower values of Cp for the high-Reynolds-
number case. The flow slows down slightly beyond sIC = 1 
near the trailing edge of the vane. Unlike the suction side of 
the vane, flow on the pressure side of the vane accelerates 
monotonically. 

The pressure coefficient results for Reex = 6 X 105 and 1.2 
X 106 on the endwall are shown in Figs. 4(b) and 4(c) . Note 
that the measurements indicate good periodicity between the 
two passages surrounding the airfoil. On the endwall, the largest 
difference between the two Reynolds numbers is a larger low-
pressure region on the endwall for the high-Reynolds-number 
case where there is a contour level of Cp = -27.5 as compared 
with the low-Reynolds-number case where there is just a small 
region having a minimum value of Cp = —25. This is due to the 
secondary flow, which is much stronger at the high-Reynolds-
number case. As the secondary flow separates from the endwall, 
one would expect a low-pressure region to occur, resulting in 
a lower Cp value. This was also evident beyond sIC = 0.5, on 
the suction side of the vane at the midspan as discussed already. 

Surface oil visualization studies along the vane span and in 
the passage endwall were done for this turbine vane at both 
the high and low Reynolds numbers. There were two primary 
differences between the low and high-Reynolds-number cases. 
First, the boundary layer separation point moved farther up
stream from the stagnation point for the higher Reynolds num
ber case, as discussed earlier. The second and probably the 
more interesting result was the fact that at the high Reynolds 
number, oil from the endwall was carried up onto the suction 

Fig. 5(a, b) Stanton contours for Re6x = 6 x 106 (left) and 1.2 x 10' 
(right) 

side of the vane surface, starting at approximately sIC = 0.5. 
The location at which the paint/oil mixture was found on the 
vane occurs where the decrease in the static pressure levels off. 
The oil/paint mixture propagated to a spanwise position of zl 
S = 0.14. In contrast, there was no oil/paint mixture that propa
gated onto the vane for the low-Reynolds-number case. These 
results are consistent with the fact that there was a larger low-
pressure region on the endwall for the higher Reynolds number 
case. 

In order to benchmark these experimental results CFD predic
tions of the endwall pressure distribution were done using FLU-
ENT/UNS for Reex = 1 X 106. As mentioned earlier, these 
CFD predictions were also used to design the static pressure 
endwall with the pressure taps. As these simulations are not the 
focus of this study, only a brief description is given here. The 
computational domain modeled just one passage with the suc
tion side and pressure side of the vane as boundary walls. This 
along with periodic boundaries at the stagnation plane and the 
trailing edge made the domain periodic in the pitchwise direc
tion. An inlet boundary layer thickness of 5 cm was used for 
these simulations and inlet velocity, k and e profiles were gener
ated using the boundary layer code TEXSTAN (Crawford, 
1986). An outflow boundary condition was imposed after the 
trailing edge of the domain and a symmetry boundary condition 
was applied at the midspan height. Some of these boundary 
conditions are identified in Fig. 4(d), which shows the pressure 
coefficient contours on the endwall. The comparisons for the 
high Reynolds number show that there is a good agreement 
between the predicted and measured Cp values. The location 
and peak value of Cp agree quite well. The contours do not 
agree near the trailing edge of the vane because the flexible 
wall was not simulated in order to make the domain periodic. 
This was necessary to limit the number of cells, which was 
360,000 for these simulations. These CFD calculations served 
as a good benchmark for our measurements. 

Endwall Heat Transfer. The heat transfer results in terms 
of Stanton numbers based on inlet velocity for the two Reynolds 
numbers are given in Figs. 5(a) and 5(b). In the region up
stream of the vanes, the Stanton numbers are higher for the 
lower Reynolds number, which can be expected from a turbulent 
boundary layer prediction. In both cases, there is a high heat 
transfer region that occurs between the stagnation point and the 
reattachment of the flow on the suction side of the airfoil. This 
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Fig. 6 Pitchwise-averaged Stanton numbers in the passage 
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Fig. 7(a) Stanton numbers upstream of turbine vane stagnation point 
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is the area that experiences very high acceleration, as described 
earlier. As the flow moves through the passage, it is apparent 
that the locations of the peak Stanton numbers are being swept 
from the outer pressure surface toward the suction side of the 
central vane. But in the case of the high Reynolds number, the 
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Fig. 8(3, b) Mean velocity vectors on the stagnation plane for Re„ = 6 
x 10E (top) and 1.2 x 106 (bottom) 

peak local Stanton number occurs at the suction surface-end-
wall intersection, whereas for the low Reynolds number the 
peak occurred slightly farther into the passage and away from 
the suction surface of the vane. This is consistent with the fact 
that at the high Reynolds number there is a higher transverse 
pressure gradient across the passage causing a stronger second
ary flow. 

The heat transfer distribution near the trailing edge of the 
central vane is also affected by the flexible tailboard, which 
simulates the pressure side of the adjacent vane because this 
wall extends beyond where the trailing edge of an adjacent vane 
would end. Since the goal of this facility was to match engine 
Reynolds numbers and allow detailed boundary layer measure
ments on the central vane, the facility was designed to have the 
smallest number of vanes in order to scale up as much as possi
ble. The flow in the front part of the vane passage is not affected 
by the tailboard, and this can be seen clearly from the good 
periodicity of the Stanton number and pressure coefficient con
tours between the two vane passages. Before more flowfield 
measurements are made inside the vane passage, the effect of 
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the tailboard on the central vane will be quantified using CFD 
simulations. 

Figure 6 shows the pitchwise-averaged Stanton numbers for 
the two Reynolds number cases. As expected there is a higher 
average at the lower Reynolds number. Using flat plate turbulent 
boundary layer correlations, one would predict a 15 percent 
increase in the Stanton number based on the change in Reynolds 
number. These results, however, indicate a larger 25 percent 
increase for the lower Reynolds number case. This may be due 
to an unheated starting length effect, which would give slightly 
larger differences for the two Reynolds number cases. Both the 
low and high Reynolds number cases, however, show the same 
trend with just a shift until x/C = 0.35, whereby there is a 
strong increase for the high-Reynolds-number case. One plausi
ble explanation for the strong increase is that this is approxi
mately the location where the flow separated off of the endwall, 
which would be caused by the passage vortex. This location is 
consistent with the location at which the oil/kerosene mixture 
was being brought up onto the base of the turbine vane. 

Figures 7(a) and 1(b) investigate the endwall upstream stag
nation region of the vane. Figure 7(a) shows the Stanton num
bers along a line parallel with the flow direction directly in 
front of the stagnation position. This line corresponds to the 
surface that is affected by the flowfield plane that was measured 
upstream of the stagnation, which will be discussed in the next 
section. Figure 1(b) indicate that for both cases, the Stanton 
number starts to increase dramatically upstream of the stagna
tion between x/R = -1 .6 and -1 .7 (equivalent to Ax/R - 1.6 
in Fig. 1(a)). As will be shown in the flowfield measurements, 
this location corresponds to a position upstream of the boundary 
layer separation point. 

Figure 1(b) gives the augmentation of the heat transfer 
caused by the leading edge of the turbine vane for the two 
different Reynolds numbers as compared with those results pre
sented by Boyle and Russell (1990), Hinckel and Nagamatsu 
(1986), and Ireland and Jones (1986). This augmentation is 
calculated using the Stanton numbers approaching the stagna
tion position of the vane divided by the Stanton numbers on 

the midpitch line. Our data indicate that there is no effect of 
the Reynolds number on the augmentation. Only very close to 
the stagnation location is there a large discrepancy between our 
data and those of Ireland and Jones (1986) who used a cylinder 
as opposed to an airfoil. Although there is some scatter in the 
data, the agreement farther away from the stagnation position 
is fairly good. Data from Goldstein and Spores (1988) indicated 
two peaks for their mass transfer Stanton numbers approaching 
their rotor blade leading edge. They attributed the peak further 
away from the blade to the leading edge horseshoe vortex, 
which is similar to the peak shown in Fig. 1(b), and the peak 
closest to the blade stagnation to a corner vortex. Our flowfield 
measurements, which are discussed in the next section, did 
not show a corner vortex in our measurement plane, which is 
consistent with the heat transfer measurements. That is to say, 
there may be a corner vortex but, if so, it is very small. This 
also indicates that the existence of a large corner vortex seems 
to be geometry dependent. 

Leading Edge Flowfield. As mentioned earlier, all three 
components of velocity were measured on the stagnation plane 
at the leading edge region of the stator vane. Figure 8(a) and 
8(b) show the U-W vectors in this plane. Note that the stream-
wise distance has been normalized by the vane radius (R) while 
the span wise has been normalized using the vane half-span (S). 
In each figure, the velocity vectors have been scaled by the 
respective inlet velocity. It is clear from these results that the 
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Fig. 13(a, b) Normalized vorticity on the stagnation plane for Re,x = 6 x 10s (left) and 1.2 x 106 (right) 

density of the measurement locations is sufficient to document 
the leading edge vortex flowfield. For both Reynolds numbers, 
the inlet boundary layer separates as it approaches the stator 
vane and rolls up into a vortex motion, which is accompanied 
by a downward movement of free-stream fluid. The amount of 
this downward movement of fluid toward the endwall increases 
as the flow approaches the stator vane. As the gases away from 
the endwall are usually hotter in an actual turbine, this down-
wash would bring hot fluid into contact with the endwall and 
explains why the endwall-leading edge junction is a critical area 
from a design perspective. 

Although the overall flow features are quite similar, there 
are key differences between the two Reynolds number cases. 

At the high Reynolds number, the vortex is not as pro
nounced and does not extend as far into the span (z direction) 
as compared with the low Reynolds number. For the low-
Reynolds-number case, the vectors indicate a more complete 
roll up of the leading edge vortex. This may be the conse
quence of the larger momentum that the flow carries at the 
high Reynolds number that the vortex motion is unable to 
overcome. Another difference is the location of the separa
tion point, which is closer to the stator vane for the low 
Reynolds number case. This can be seen in more detail by 
focusing on the streamwise velocity profiles as shown in 
Figs. 9 (a ) and 9(b). In order to see the separation better, 
only the region near the wall (z/S < 0.15) has been plotted. 
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Note that zero velocity lines associated with each profile are 
indicated as dashed vertical lines in these figures. Away from 
the wall, the velocity profiles flatten out as they approach 
the stator vane. Near the wall, the reverse flow becomes 
stronger going away from the stator vane and then decreases 
until the separation point is reached. This happens at about 
x/R = -0 .82 at low Reynolds number and at x/R = -0 .99 
for the high Reynolds number. These profiles also identify 
the strong velocity gradients that mainly exist near the core 
of the leading edge vortex. The lower-Reynolds-number case 
shows larger velocity gradients, especially near the core of 
the vortex. The velocity gradients are much smaller near 
the stator vane and upstream of the separation point. These 
gradients dictate the amount of turbulent kinetic energy in 
the flowfield and is discussed below. 

Velocity fluctuations for all three components were com
bined to calculate the turbulent kinetic energy for the two 
Reynolds number cases. These results normalized by the inlet 
velocity are shown in Figs. 10(a) and 10(b). Both contours 
show maximum values centered about the core of the leading 
edge vortex. As the vortex core was formed closer to the stator 
vane for the low-Reynolds-number case, the peak k values are 
also closer to the stator vane as compared to the high-Reyn
olds-number case. In the streamwise direction, the turbulent 
kinetic energy levels decrease as one goes closer to the stator 
vane or further upstream. This is consistent with the location 
of the high-velocity gradients as discussed above. The peak 
value of k is higher for the lower-Reynolds-number case be
cause of a more complete roll up and the presence of stronger 
velocity gradients. 

Figures l l ( a - c ) and Yl(a-c) give contours of the rms lev
els of each of the fluctuating velocity components for the low 
and high-Reynolds-number cases normalized by the inlet veloc
ity. In general, the peak values for all of the fluctuations occur 
at the same location which is at the center of the vortex core. 
For both the low and high-Reynolds-number cases, the urms/ Uin 

and vnm/Uj„ have similar contour patterns and have nominally 
the same levels. However, the vertical fluctuations, wmJU,„, 
are noticeably larger for the low Reynolds number as compared 
with the high Reynolds number. In addition, at the low Reynolds 
number the contours are asymmetrically skewed with higher 
gradients closer to the turbine vane. These higher levels can be 
attributed to the fact that for the low Reynolds number there is 
a complete turning of the vortex, where there is a stronger 
vertical motion. The large gradients in the wtms/Uin contours 
occur at the upstream edge of the vortex. 

Another measure of the strength of the leading edge vortex 
can be obtained from the vorticity magnitude. By using a 
three-point second-order-accurate differencing scheme for 
unequally spaced data the vorticity component normal to the 
stagnation plane, wy, was calculated. The results, normalized 
using the vane chord and inlet velocity, are shown in Figs. 
13(a) and 13 (b). The peak value for the vorticity magnitude 
is the same at both Reynolds numbers, but for the vortex at 
low Reynolds number it is spread over a bigger region. This 
indicates a slightly stronger vortex motion at the low Reyn
olds number and is consistent with the results discussed 
earlier. 

Conclusions 
This study has focused on determining the effects of Reyn

olds numbers on the static pressure and surface heat transfer 
distributions as well as the leading edge vortex for a modern, 
scaled-up turbine vane geometry. The test facility included a 
central airfoil with two leading edges representing the adjacent 
airfoils, such that the passage vortex would be correctly simu
lated. All of the data, including endwall oil streakline visualiza
tions, indicated that for the higher Reynolds number the passage 
vortex lifted off of the endwall onto the turbine vane, thereby 

decreasing the endwall static pressure and causing a different 
surface heat transfer pattern. The heat transfer pattern was such 
that the peak Stanton number occurred at the suction surface 
for the high-Reynolds-number case as opposed to occurring 
more toward the center of the passage for the low-Reynolds-
number case. The increase in the average Stanton numbers for 
the two Reynolds numbers could not be predicted using a flat 
plate turbulent boundary layer correlation. The peak heat trans
fer augmentation that occurred on the endwall nearest the stag
nation position of the leading edge was a maximum of two 
times the heat transfer that occurred in the midspan of the 
passage. 

In the leading edge region, there were some clear differences 
in the flowfield characteristics of the leading edge vortices for 
the two different Reynolds numbers. While the separation of 
the boundary layer occurred slightly farther upstream of the 
stagnation position for the higher Reynolds number, the vortex 
itself did not have a complete rotation for the higher Reynolds 
number. The lack of a complete rotation was attributed to the 
fact that at the higher Reynolds number there were too many 
inertial effects to overcome such that the upturn was not evident. 
Higher turbulent kinetic energy levels and a larger vorticity 
region were all consistent with the fact that the lower Reynolds 
number case had a stronger upturning vortex than the higher 
Reynolds number case. 
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D I S C U S S I O N 

L. S. Langston2 

This paper presents data that validates and compliments the 
earlier work of Boyle and Russell (1990) on stator endwall 
heat transfer. In addition, the authors present fluid flow field 
measurements (e.g., Figs. 8 and 9), which give insight to the 
endwall convective heat results in their work and in that of 
others. Their results provide further validation of the endwall 
flow model that has emerged from the research of investigators 
over the last twenty years or more. 

I would like comment on three aspects of the paper, all con
cerning the fluid flow results reported: 

1 The authors discuss the existence of an endwall ' 'separation 
line," labeled as such in Fig. 2(b). I doubt that it is a "separation 
line," for it lacks evidence of a singular point (such lines begin 
and end at a saddle point or a separation point (see Lighthill, 1963)). 
Also, the velocity data presented in Fig. 8(b) show no evidence of 
separation at the "line." In addition, their "saddle point" (shown 
in Fig. 2(b)), formed by the intersection of a true separation line 
(where the incoming endwall boundary layer does separate) and an 
attachment line, is some distance upstream. I offer the explanation 
that their "line of separation" is an artifact of the oil-film flow 
visualization technique used. This artifact is described by Langston 
(1990) as a "line of accumulation." 

2 The authors present their velocity data on a "stagnation 
plane" (Figs. 8-13), which they claim is a plane of symmetry. 
This plane appears to be defined by y = 0. (They do not explicitly 
define its location.) What is a "stagnation plane"? Did they indeed 
find a plane of symmetry, defined by actual measurements showing 
that the planar pitchwise velocity V was zero everywhere in the 
plane? In the symmetric flow around an endwall-mounted cylinder 
there is indeed such a plane of symmetry. However, it is not apparent 
to me that such a plane of symmetry exists in the asymmetric flow 
field entering a cascade of turning vanes, with its streamlines curved 
in the main flow and twisted near the endwalls. 

3 The authors observed strong vortex motion in their plane of 
velocity measurement for the low-Reynolds-number case (0.6 X 
106) and little vortex motion for the larger Reynolds number case 
(1.2 X 106). For the boundary layer flow around an endwall-
mounted cyUnder, Eckerle and Awad (1991) measured two types 
of endwall separation, identified by the nondimensional parameter 
E = (ReD)1/3D/<5* where ReD is the Reynolds number based on 
cylinder diameter D, and 6* is the boundary layer momentum thick
ness. For E > 1000, little or no vortex motion occurred in or near 
the cylinder flow plane of symmetry, while for E < 1000 there 
was strong vortex motion. Assume that the authors' single vane is 
approximated by a cylinder of diameter equal to the axial chord of 
the vane. (As concluded by Langston et al. (1977) and later by 
Moore and Ransmayr (1984), the leading edge radius has little 
effect on the endwall flow.) From the authors' Fig. 4 it can be 
estimated that the axial chord-to-chord ratio is about 0.5. (The 
authors do not give values for the axial chord, the leading edge 
radius, or the stator airfoil coordinates.) For their smaller Reynolds 
number case (0.6 X 106) the value of the Eckerle-Anwar parameter 
is about E = 980 (based on axial chord) and for the larger Reynolds 
number case (1.2 X 106), E = 1484. 

2 Mechanical Engineering Department, University of Connecticut, Storrs, CT 
06269. 

Thus the authors' results concerning horseshoe vortex motion 
near the saddle point are in agreement with the Eckerle-Anwar 
endwall cylinder results, if one uses the axial chord as an equivalent 
cylinder diameter. 
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Authors' Closure 
The authors would like to thank Professor Langston for his 

comments regarding our paper. The following information is 
given in response to the three aspects on which he commented. 

Professor Langston has corrently pointed out that the line 
given in Fig. 2(b) indicated as a separation line from the endwall 
visualization is rather an accumulation line where the pressure 
gradients cause a deceleration of the reverse flow. The stream-
wise velocity data given in Fig. 9(b) for Recx = 1.2 X 106 

indicate a flat profile at x/R = -0.85 where, closer to the vane, 
negative streamwise velocities occur. The zero velocity gradient 
at the wall followed by negative velocities was interpreted by 
the authors to indicate a flow separation. This x/R = —0.85 
location, however, is farther upstream than the line of accumula
tion shown in Fig. 2(b), which is located at x/R = -0.76. The 
location of the zero velocity gradient occurs closer to the saddle 
point region given in Fig. 2(b), which is in agreement with the 
analysis presented by Eckerle and Langston (1987). 

We have in fact called the plane of data presented in Figs. 
8-13 a "stagnation plane" but have not stated that it is a plane 
of symmetry. Our measurement plane is located out from the 
flow stagnation point in a direction parallel with the upstream 
incoming flow direction, as was shown in Fig. 1. Our results 
indicate that for this measurement plane, there is a u-component 
to the velocity, as one would expect based on the streamline 
curvature approaching the vane. 

It is clear that there are two different voitex structures given 
in Figs. 8(a) and 8(b) with only the lower Reynolds number 
indicating a complete roll-up of the vortex. In calculating a Reyn
olds number based on the inlet velocity and an effective cylinder 
diameter of 16.9 cm, the high and low Reynolds numbers would 
be 470 and 775, respectively. Note that this effective cylinder 
diameter was calculated based on a curve fit of the measured 
approach velocity to the theoretical, inviscid equation for the 
approach flow to a cylinder in crossflow. Both Reynolds numbers 
are clearly below ReD of 1000. If, however, one uses the axial 
chord length of 29.2 cm (close to what Professor Langston used 
in his approximations) the ReAC numbers would be 990 and 1640. 
As pointed out by Professor Langston, this is in agreement with 
the Reynolds number constraints of Eckerle and An wad (1991). 
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Fluid Flow in a 180 deg Sharp 
Turning Duct With Different 
Divider Thicknesses 
The effect of divider thickness on fluid flows in a two-pass smooth square duct with a 180 
deg straight-corner turn is an important issue to the turbine blade internal cooling but has 
not been explored in the past. Laser-Doppler velocimetry measurements are thus pre
sented for such a study at a Reynolds number of 1.2 X 104 and dimensionless divider 
thicknesses (W*j of 0.10, 0.25, 0.50. Results are presented in terms of various mean 
velocity components in two orthogonal streamwise planes and three cross-sectional 
planes, the local and regional averaged turbulent kinetic energy and resultant mean 
velocity distributions, and complemented by the liquid crystal measured heat transfer 
coefficient contours. The measured velocity data are able reasonably to explain published 
and present measured heat transfer results. W* is found to have profound effects on the 
flow features inside and immediately after the turn. The turbulence level and uniformity 
in the region immediately after the turn respectively decrease and increase with increas
ing Wj. 

Introduction 
In some applications, such as ventilation piping system, the 

internal coolant pass of advanced gas turbine blades, and the hot 
gas manifold of the space shuttle main engine power head, the 
space constraints dictate a small radius of curvature (Re) for the 
180 deg turn, often smaller than the duct hydraulic diameter (D„) 
(Fig. 1). For RclDfI < 1, the sharp turning geometry-induced 
secondary flow in the duct cross-sectional plane and streamwise 
flow separation, recirculation, and reattachment lead to noticeable 
effects on the pressure loss and nonuniformity of heat transfer 
distribution (Metzger et al., 1984). The flow characteristics in such 
a case are affected by the turning configuration and divider-wall 
thickness Wtl (Fig. 1). The present study focuses on examining the 
effect of the latter, which receives little attention in the open 
literature. 

Most prior studies relevant to 180 deg turning flows without 
duct rotation, both laminar (Cheng et al., 1977; Fairbank and So, 
1987) and turbulent (Chang etal., 1983; Johnson, 1988; Choi et al., 
1989; Besserman and Tanrikut, 1991), are limited to turning ge
ometries with Rc/DH > 1. In such configurations, streamwise flow 
separation is either mild or absent. For Rc/DH < 1, Metzger et al. 
(1984, 1986) performed surface ink-streakline visualizations, pres
sure measurements, and heat transfer coefficient measurements 
based on thermocouple measured segment temperatures. The pa
rameters examined included the ratio of inlet-to-outlet channel 
width, the divider tip-to-wall clearance, and the Reynolds number 
ranging from 1 X 104 to 6 X 104. A large separation bubble along 
the downstream side of the divider was observed in their study. 
Considerable nonuniformity in heat transfer distribution was at
tributed to the observed flow separation and reattachment. Han et 
al. (1988) studied the detailed mass transfer distributions around 
the sharp 180 deg turns in two-pass, square, smooth, and rib-
roughened channels. For the smooth channel, the mass transfer 
after the turn was found to be higher than that before the turn. The 
mass transfer in the turn was also high compared with that before 
the turn except at the first outside corner of the turn. In addition, 
the average Sherwood number around the sharp turn decreased 
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slightly with increasing Reynolds number for Re ranging from 
1.5 X 10" to 6 X 104. Chyu (1991) investigated both two- and 
three-pass channels with rectangular turns using an analogous 
naphthalene mass transfer technique for Reynolds numbers of 2 X 
104 to 7.4 X 104. He concluded that heat transfer at the first turn 
has already reached the thermally periodic condition. Ekkad and 
Han (1995) measured local heat transfer distributions near a sharp 
180 deg turn of a two-pass smooth square channel using a transient 
liquid crystal image technique for Reynolds numbers of 1.0 X 104, 
2.5 X 10", and 5.0 X 10". The heat transfer results were broadly 
consistent with the aforementioned mass transfer results reported 
by Han et al. (1988), except for Reynolds number dependence. 
They showed an increase of the Nusselt number with increasing 
Reynolds number, which is opposite to the slight decrease of the 
Sherwood number with increasing Reynolds number reported from 
the mass transfer experiment of Han et al. (1988). Mochizuki et al. 
(1997) investigated the effects of ten different rib arrangements on 
pressure drop and heat transfer in a square channel with a sharp 
180 deg turn. The smooth-wall case was used as a reference one 
for comparison. 

The observation of the secondary flow patterns in a square duct 
with a 180 deg sharp turn was first reported by Cheng et al. (1992) 
using the smoke injection method for three different divider tip-
to-wall clearances and Reynolds numbers of 200, 500, and 800. It 
was found that the secondary flow patterns, featuring one to four 
pairs of vortices, were distorted, and the flow became turbulent in 
the region two to three duct hydraulic diameters after the turn for 
Re = 500 and 800. Subsequently, Wang and Chyu (1994) pre
sented computational results of mean secondary flow patterns and 
heat transfer distribution in a two-pass, square duct with 180 deg 
sharp straight-corner turn, rounded-corner turn, and circular turn. 
The inlet conditions were assumed fully developed and a modified 
version of K-e model was adopted. Results indicated that spatial 
variation in the local heat transfer was very significant and de
pended greatly on the turn geometry. The straight-corner turn was 
found to yield the highest heat transfer augmentation relative to the 
fully developed straight channel flow. In view of the lack of 
turbulent velocity measurements in the preceding literature, Liou 
and Chen (1999) recently performed detailed laser-Doppler velocim
etry (LDV) measurements of developing flows through a smooth 
two-pass duct without duct rotation. The Reynolds number was 
1.4 X 10" and the divider tip had sharp corners. Quantitative 
results, such as the upstream and downstream extents of the 
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Table 1 A list of W*d studied by various researcher groups 

Streamwisc Velocity 

Fig. 1 Sketch of configuration, coordinate system, and dimensions of 

test section 

sharp-turn effect on the main flow profile, curvature-induced Dean 
vortices inside the turn, turning geometry-induced separation bub
ble, double-peak mean velocity profiles in the second pass, and 
high turbulence levels and nonuniformity in the front part of the 
second pass, were presented in detail to complement the previous 
heat and mass transfer results measured by others. 

The present study aims at performing detailed measurements of 
the turbulent flowfields in a straight-corner turn two-pass square 
duct with three different divider thicknesses (Fig. 1) covering the 
W* range adopted by other researchers (Table 1) using nonintru-
sive LDV. The straight-corner (or square-corner) turn is used to 
simulate actual turbine blade cooling passages (North, 1997), and 
is the most common case when a 180 deg sharp turn is molded in 
the laboratory and adopted virtually in all of the previous studies 
(Wang and Chyu, 1994). Moreover, a rounded-corner divider tip 
that is more practical than sharp-corner divider tip adopted in our 
previous work (Liou and Chen, 1999) is used in the present work. 
LDV is chosen since flow reversals and large turbulence fluctua
tions associated with the sharp turn are expected. It is hoped that 
the data obtained herein lead to insight to the effect of W* on the 
complex flows examined and can be used for verifying ongoing 
computational predictions. 

Experimental Apparatus and Conditions 

Test Apparatus. Figure 2 schematically depicts the LDV 
experimental setup and flow circuit. The fluid flow was driven by 
a 2.2 kW turbo blower located at downstream end of the flow 
circuit and operated in the suction mode. Air was the working 
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medium, which was drawn into a rectangular duct with an aspect 
ratio of 2.25:1, and subsequently turned 90 deg into the two-pass 
test duct with a square cross section. A length of 500 mm in front 
of the test section functions as flow development region to reduce 
the 90 deg entry turning effect. Downstream of the test section 
with a 180 deg sharp turn, the air flowed through a flowmeter, a 
bellows, and then exhausted by the turbo blower. 

The LDV optics is a two-color four-beam two-component sys
tem (Liou et al., 1997). A 4-W argon-ion laser with 488 nm (blue) 
and 514.5 nm (green) lines provided the coherent light sources. 
Both forward and off-axis scattering configurations were used in 
the experiment; the former provided a probe volume of about 1.69 
mm in length and 0.164 mm in diameter and the latter 0.74 mm in 
length and 0.164 mm in diameter inside the test section, based on 
1/e2 extent of light intensity. The entire LDV system was mounted 
on a milling machine with four vibration-isolation mounts, allow
ing the probe volume to be positioned with 0.01 mm resolution. 
The light scattered from salt particles with a nominal size of 0.8 
jum was collected into the photomultiplier and subsequently down-
mixed to the appropriate frequency shift of 0.1 to 10 MHz. The 
two counterprocessors with 1 ns resolution were used to process 
the Doppler signals and feed the digital outputs into a PC-486 for 
storage and analysis. 

Test Section and Conditions. Figure 1 shows the configura
tion, coordinate system, and dimensions of the test section, which 
was made of 3-mm-thick acrylic sheets for optical access. The flow 

Nomenclature 

A = half-width of duct = 12.5 
mm, 0.5 W, or 0.5 Wl 

B = half-height of duct = 12.5 
mm, Fig. 1 

DH = hydraulic diameter = AABI 
(A + B) = 25 mm 

= local Nusselt number 
= Nusselt number in fully de

veloped tube flow 
= regional averaged Nusselt 

number 
= radius of curvature = 2.5 

mm, Fig. 1 
Re = Reynolds number = pUDH/fji 
U = streamwise mean velocity, 

m/s 
Ub = duct bulk mean velocity, m/s 

u = streamwise velocity fluctua
tion, m/s 

V = transverse mean velocity, m/s 

Nu 
Nu0 

Nurg 

Rr 

v = transverse velocity fluctua
tion, m/s 

W = spanwise mean velocity, m/s 
Wi = width of first-pass duct = 25 

mm, Fig. 1 
W2 = width of second-pass duct = 

25 mm, Fig. 1 
Wd = divider thickness, mm, Fig. 1 
W* = dimensionless divider thick

ness = Wd/(W, + W2) 
X = streamwise coordinate, mm, 

Fig. 1 
X* = normalized streamwise coor

dinate = XIDH 

Y = transverse coordinate, mm, 
Fig. 1 

Y* = normalized transverse coordi
nate = YIB 

Z = spanwise coordinate, mm, 
Fig. 1 

Z*, Z** = normalized spanwise coordi
nate: 
(0 X < 0, Z** = Z/(2A + 
Wd) (in the turn) 
(H) X g 0, Z < 0, Z* = 
(Z + WJ2)/2A (in the first 
pass) 
(Hi) X S 0 , Z > 0 , Z * = 
(Z - WJ2)/2A (in the sec
ond pass) 

JX = air absolute viscosity (kg/ 
m-s) 

p = air density (kg/m3) 

Subscripts 

b = bulk 
rg = regional averaged 
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Fig. 2 Schematic drawing of overall experimental system 

path has a cross section of 25 mm X 25 mm with a corresponding 
hydraulic diameter of D„ = 25 mm. The lengths of the first pass, 
sharp turn, and second pass are 30.4 DH, 1 Wd, and 30.4 DH, 
respectively. At the turn, the clearance between the tip of the 
divider wall and the duct outer wall is kept equal to 1 DH (or 25 
mm). The three divider-wall thicknesses Wd examined are 0.2 DH, 
0.5 DH, and 1 D„ or W*d = 0.10, 0.25, and 0.50. Rc, the radius 
of curvature of the divider tip's rounded corners, is 2.5 mm. The 
coordinate origin is chosen at the tip center of the partition wall 
(Fig. 2) such that the X coordinates upstream and downstream of 
the turn are all positive, whereas they are negative in the turn. 

The Reynolds number, based on the bulk mean velocity of Ub = 
7.3 m/s and hydraulic diameter, was fixed at 1.2 X 104. The 
velocity measurements were made at 8 to 11 and 10 to 14 X* 
stations for the first and second flow passes, respectively. In each 
station the streamwise velocity was made along two orthogonal 
lines, (Y* = - 1 to 1, Z* =• 0.5) and (Y* = 0, Z* = - 1 to 1). 
The secondary-flow velocity vector mappings were performed 
over three cross-sectional planes. Moreover, detailed velocity vec
tor mappings for the region from 1 DH upstream of the turn to2DH 

downstream of the turn in the Y* = 0 plane were made, i.e., 9, 11, 
and 21 X* stations for the pre-turn, intra-turn, and post-turn 
regions, respectively. The inlet reference cross section was chosen 
at X* = 10 of the first pass. 

The mean velocity and turbulence data presented below were 
calculated from the probability distribution function of the mea
surements. Typically, 2000-4000 realizations were ensemble av
eraged at each measuring location. Additional measurements of 
higher realizations (8000) in the high fluctuation regions were also 
taken to be sure statistical convergence was attained. The corre
sponding statistical errors in the ensemble averaged mean velocity 
and turbulence intensity were less than 0.018 Ub and 0.031 U,„ 
respectively, for a 95 percent confidence level. Other sources of 
error were documented in detail in our previous work (Liou and 
Chen, 1999). 

Results and Discussion 

Flow Evolution in Y* = 0 Plane. Figure 3 depicts the stream-
wise development of the X component of the mean velocity profile 
along Y* = 0 plane for the three divider-wall thicknesses exam
ined. The nearly symmetric top-hat streamwise mean velocity 
profiles at X* = 10 of the first pass for all three W* indicate that 
the mean flow patterns here are practically independent of the 
upstream entry turn (X* = 28.5, Fig. 1) and downstream 180-deg 
sharp turn (X* < 0). X* = 10 is thus a good choice for the inlet 
reference plane. Before the turn, the divider-wall thickness seems 
to have little effect on the evolution of the streamwise mean 
velocity profile. A near-wall LDV scan along lines at a distance 1 
mm from the inner and outer walls reveals that downstream of X* 
= 1.5 in the first pass the flow has sensed the existence of the 
sharp turn and, hence, displays an acceleration and a deceleration 
near the inner and outer walls, respectively, as shown in Fig. 4. In 
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Fig. 3 Evolution of streamwise mean velocity profile in V = 0 plane of 
the first and second passes for Re = 1.2 x 104: (a) W*d = 0.10; (t>) W"d = 
0.25; and (c) W*d = 0.50 

general, before a curved turn a flow undergoes favorable and 
adverse pressure gradients along the inner and outer walls, respec
tively, whereas the trend is reversed after the turn (Liou and Liao, 
1995). Within the measured locations of the first pass, the stream-
wise mean velocities near the inner wall for W* = 0.10, 0.25, and 
0.50, respectively, can be accelerated up to values as high as 1.45 
Ub, 1.42 U,„ and 1.33 Ub at X* = 0 whereas near the outer wall 
they can be decelerated to values as low as 0.24 Ub, 0.26 Ub, and 
0.30 Ub at X* = 0. This trend is because the thinner the divider 
wall, the sharper the turning. Consequently, the smaller the W*d, 
the larger the maximum acceleration and deceleration near the 
inner and outer walls, respectively. However, the quantitative 
differences in the maximum acceleration and deceleration of mean 
velocities are small for the range of W* examined. 

Immediately after the turn Fig. 4 shows the reversed trend in the 
streamwise mean velocity evolution; the acceleration now occurs 
along the region near the outer wall (open circle) of the second 
pass. Depending on the location of the sharp-turn-induced separa
tion bubble, as depicted in Fig. 5, Fig. 4 shows the acceleration can 
be up to 1.60 Ub, 1.50 Ub, and 1.31 Ub occurring at X* = 0.8, 

Fig. 4 Variations of streamwise mean velocity along lines at a distance 
1 mm from the inner and outer walls, respectively, In Y* = 0 plane 
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Fig. 5 Vector plot of the flow patterns near and inside the sharp turn in 
V* = 0 plane for Re = 1.2 x 10'': (a) W*d = 0.10; (b) W*d = 0.25; and (c) W*d 

= 0.50 (note: For clarity data within 1 mm from the wall are not included 
in the figure) 

0.8, and 1.0 for W*„ = 0.10, 0.25, and 0.50, respectively. Notice 
that the peak UIU,, all occur at about 0.5 to 1.0 DH downstream of 
the sharp turn. In this region, the gap formed by the outer wall and 
the sharp-turn-induced separation bubble for the cases of W* = 
0.10 and 0.25 or low-velocity zone on the inner-wall side for the 
case of W* = 0.50 (Fig. 5) is the smallest. As the flow proceeds 
farther downstream, the influence of the 180 deg sharp turn grad
ually diminishes and the streamwise mean velocities, both near the 
outer and inner walls of the second pass, gradually redevelop (Fig. 
4). Beyond X* = 8 of the second pass, Figs. 4 and 5 show that 
U/Ub recover to the values close to those at X* 5 1.5 of the first 
pass. In other words, the influential range of the 180 deg sharp turn 
on the streamwise mean flow profile extends from 1.5 DH upstream 
to 8 DH downstream of it. 

Figure 5 depicts the mean velocity vector plots of the flow 
patterns near and inside the sharp turn in Y* = 0 plane for the 
three W* studied. Notice that for the sake of clarity and space 
limitation, the vector data presented in Fig. 5 are limited to 2.5 mm 
away from the solid wall. For W* = 0.10 (Fig. 5(a)) the inability 
of the flow to follow the sharp turn and the thin divider tip cause 
a large separation bubble prevailing after the turn and adjacent to 
the divider tip. A similar observation was visualized by Metzger et 
al. (1984) for the same W*d = 0.10 (Table 1). The separation 
bubble has a maximum negative UIUb of 0.60 occurring at X* = 
0.8 (second pass in Fig. 4) and a reattachment length of about 1.5 
DH away from the divider tip, as located by U = 0 in Fig. 4 where 
the measurements were brought to as close as 1 mm from the wall. 

The maximum height of the separation bubble is about one-half of 
the second-pass width W2. For W* = 0.25 (Fig. 5(b)) the sepa
ration bubble has a maximum negative U/Ub of 0.37 occurring at 
X* = 0.6 (Fig. 4) and a size similar to that of W*, = 0.10; 
however, the flow reversal extends upstream into the top of divider 
tip, a phenomenon lacking in the case of W* = 0.10. Owing to the 
thick divider wall in the case of W*d = 0.50, the fluid flow 
separated at the upstream corner of the divider tip is able to 
reattach onto the divider tip, as shown in Fig. 5(c), with a maxi
mum height of about one-third of the clearance between the 
divider tip and duct outer wall and a maximum negative stream-
wise mean velocity of 0.42 Ub at Z** = 0. The separation bubble 
in this case has a length slightly less than the divider wall thickness 
and the fluid is able to flow smoothly around the divider tip's 
downstream rounded corner without separation but resulting in a 
low velocity zone after the turn on the inner wall side (Fig. 5(c)). 
The foregoing comparison suggests the significant effect of the 
divider wall thickness on the flow characteristics inside and im
mediately after the sharp turn. 

Inside the sharp turn, the negative U/Ub around X* = - 1 in 
Fig. 4 and the negative mean velocity vector around (X* = - 1 , 
Z** = ± 1) in Fig. 5 indicate the presence of the corner vortices 
near the two outer wall corners for all three W*. It should be 
pointed out that in the numerical calculation of Wang and Chyu 
(1994), W* was 0.25 and the corner vortex was also found to exist 
near the upstream outer corner (X* = — 1, Z* * = - 1 ) for both 
straight-corner and rounded-corner turns but not for the case of the 
(/-bend. For the straight-corner turn they found a rather weak 
corner vortex appearing in the downstream outer corner (X* = 
— 1, Z** = 1), which is consistent with our measured results 
depicted in Fig. 4(b). Conversely, their calculation showed that the 
turn-induced main separation recirculation zone in Y* = 0 plane 
was only confined to the region adjacent to the top of divider tip 
without extending further into the post-turn region immediately 
adjacent to the divider wall for both straight-corner and rounded-
corner turns, which is different from our measured results shown 
in Fig. 5(b). 

Cross-Stream Flow Patterns. It is well known that Dean-
type secondary flow typically exists for a flow through a turn due 
to the imbalance of centrifugal force and pressure gradient. Figure 
6 shows the evolution of the secondary-flow pattern at three 
selected cross sections: pre-turn (X* = 0.2), midturn (Z** = 0), 
and postturn (X* = 0.2), for W*d = 0.10, 0.25, and 0.50. As 
addressed in the preceding section, the fluid flow at X* = 1.5 of 
the first pass has sensed the sharp turning. Hence, at the preturn 
location X* = 0.2 or X — 0.2 DH upstream of the turn, the 
mainstream is ready for turning with a skew streamwise mean 
velocity profile (Fig. 3), higher velocities near the inner wall (Z* 
= 0), and the secondary flow in the cross-sectional plane thus 
moves from the outer wall (Z* = - 1 ) toward the inner wall (Z* 
= 0). Note that the secondary-flow mean-velocity vector fields are 
plotted facing the downstream direction. It is also observed from 
Fig. 6 that at the preturn location, secondary flow pattern is 
relatively insensitive to the difference in W*. The maximum 
magnitude of cross-stream velocity vectors is only about 0.49 Ub, 
0.41 U„, and 0.32 Ub for W% = 0.10, 0.25, and 0.50, respec
tively, at the selected preturn cross section X* = 0.2. 

As the fluid flow proceeds to the midplane of turning, the 
counterrotating Dean vortex pair appears. Figure 6 clearly reveals 
that the difference in W* does affect the cross-stream flow pattern 
inside the turn. For W* = 0.10 the streamwise separation recir
culation zone mainly occurs in the second pass, a pair of well-
organized Dean vortices prevails in the midturn plane with the 
dominant cross-stream mean velocities occurring near the divider 
tip, i.e., along Y* at X* = - 0 . 1 (Fig. 6(a)). However, as W* is 
increased, the main part of the separation recirculation zone grad
ually shifts from the second pass to the divider tip inside the turn. 
As a result, for W*d = 0.25 (Fig. 6(b)) and 0.50 (Fig. 6(c)) the 
locations where dominant cross-stream mean velocities occur are 
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Fig. 6 Secondary flow patterns at selected preturn, midturn, postturn 
cross sections for Re = 1.2 x 10": (a) W*d = 0.10; (6) W*d = 0.25; and (c) 
W a = 0.50 

respectively shifted 0.1 DH and 0.4 DH toward the outer wall 
(relative to the W* = 0.10 case), i.e., the dominant cross-stream 
mean velocities occur along F* at X* = —0.2 and X* = —0.5, 
respectively. The shift of the streamwise separation bubble's main 
body to the divider tip leads to the formation of a rather low-speed 
cross-stream zone adjacent to the divider tip, which lowers the 
dominant cross-stream velocities. Figure 6 shows that the size of 
the low-speed cross-stream zone near the divider tip increases with 
increasing W* and the sizes of Dean vortex pairs thus occupy 
about 100, 80, and 70 percent of the midturn cross section for W* 
= 0.10, 0.25, and 0.50, respectively. The resultant mean veloc
ities in the low-speed cross-stream zone near the divider tip are as 
low as 0.07 U„ and 0.03 U„, respectively, for W*, = 0.25 and 
0.50. Also the dominant cross-stream resultant mean velocities 
decreases with increasing W*, approximately 1.10 Ub, 0.80 Ub, 
and 0.42 U„ for W*, = 0.10, 0.25, and 0.50, respectively. 

Immediately after the turn, X* = 0.2 (Fig. 6), the effect of W* 
on the Dean vortex pair still persists; nevertheless, the size of Dean 
vortex pair and its distortion due to the existence of the turning 
curvature-induced separation recirculation zone is just opposite to 
that occurred in the aforementioned midturn plane. It is interesting 
to note that the size of the low-velocity zone (i.e., a cross section 
of the streamwise separation bubble) for W* = 0.25 (dotted box 
in Fig. 6(b)) happens to facilitate the formation of a second pair of 
counter-rotating vortices driven by the main pair of Dean vortices. 

Flow Evolution in Z* = ±0.5 Planes. It should be mentioned 
here that the streamwise flow development in Z* = ±0.5 planes 
(Fig. 2) of a two-pass duct with a sharp turn has seldom been 
reported in the open literature and is therefore depicted in Fig. 7. 
Because the Z* = ±0.5 planes are normal to the 180 deg sharp 
turning plane, the streamwise mean velocity profiles in the Z* = 
— 0.5 plane of the first pass are almost unaffected by the turning 
curvature and divider wall thickness W*, and hence more sym
metric than the counterparts in the F* = 0 plane (Fig. 3), partic
ularly around X* = 0 just before the turn. In the Z* = 0.5 plane 
of the post-turn region, however, the combined effect of the 
sharp-turn-induced separation recirculation flow and the turning-
curvature-induced cross section secondary flow leads to concave 
streamwise mean velocity profiles (lower velocity around F* = 0) 
within the region of about 6 DH after the turn. The concavity in the 

Fig. 6 (Continued) 

streamwise mean velocity profiles will augment the heat transfer 
through the duct walls (F* = ± 1) and is found to decrease with 
increasing W* due to the shift of the separation recirculation zone 
from the postturn region to the midturn region. For X* > 6, the 
streamwise mean velocity profiles become top-hat shaped for all 
three W* studied. 

Turbulent Kinetic Energy Distribution. In view of the fact 
that mean-velocity profiles for all three W* are greatly distorted 
near the divider tip and in the region within the short distance after 
the turn, as shown by Figs. 3, 5, and 7, the turbulence is expected 
to prevail in these regions. Figure 8 thus depicts the dimensionless 
turbulent kinetic energy (TKE) distribution in these corresponding 
regions. It is seen that the uniformity of TKE increases with 
increasing IV*; a more solid and quantitative comparison will be 
shown in the next section in terms of the regional averaged values. 
The major local TKE peaks are associated with the separation 
bubble's shear layer and its reattachment. For each W* there exist, 
therefore, two peak values. The peak value associated with the 
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Fig. 7 Evolution of streamwise mean velocity profile in Z* = ±0.5 plane 
of the first and second passes for Re = 1.2 x 104: (a) W*d = 0.10; (b) Wd 

= 0.25; and (c) W*d = 0.50 

front shear layer of the main separation bubble increases with 
increasing W* since its location moves closer to the separation 
point as W* increases. These TKE peaks have values of 11, 13, and 
15 percent and occur at (X* = 0, Z** = 0.4), (X* = - 0 . 2 , Z** 
= 0.2), and (X* = - 0 . 2 , Z** = -0 .15) for W*d = 0.10,0.25, 
and 0.50, respectively. Conversely, the peak value associated with 
the reattachment point decreases as W* increases since the strength 
of the main separation recirculation zone decreases with increasing 
W*. The magnitudes of these TKE peaks are 19, 12, and 11 
percent and appear at (X* = 1.3, Z** = 0.4), (X* = 1.5, Z** 
= 0.45), and (X* = - 0 . 2 , Z** = 0.2) for W% = 0.10, 0.25, 
and 0.50, respectively. 

Relation Between Fluid Flow and Heat Transfer Results. 
From Figs. 5 and 8, the dimensionless regional averaged turbulent 
kinetic energy [(IF + uF)/2Ul]rg and magnitude of convective 
mean-velocity vector (U2 + W)°rgIUb around the turn region of 
the two-pass duct for W* = 0.10, 0.25, and 0.50 are calculated 
according to the region index layout shown in Fig. 9(a) and the 
results are presented in Fig. 9(b). A preliminary result of heat 
transfer coefficient contours obtained using a transient liquid crys
tal image technique for W* = 0.06 adopted in our previous work 
(Liou and Chen, 1999) are shown in Fig. 10. From Fig. 10 the 
regional averaged Nusselt number nondimensionalized with the 
fully developed Nusselt number, Nu0 = 37.5, is calculated and 
plotted in Fig. 9(b). The present measured Nure/Nu0 are also 
compared with published results from Chyu (1991) using mass 
transfer analysis and Ekkad and Han (1995) using liquid crystal 
analysis. 

It is observed from Fig. 9(b) that the regional averaged Nusselt 
number distribution obtained from Fig. 10 compares reasonably 
well with the results reported by Chyu (1991) and Ekkad and Han 
(1995) in terms of the trend although the inlet conditions and 
values of Re and W* are different among these studies. All the 
results indicate that the heat transfer augmentation is higher in the 
second pass than in the first pass. The maximum heat transfer 
augmentation occurs in the regions of 1 to 3 (or X* = — 1 to 2) 
after the turn and Nu can be up to 1.9 ~ 2.4 times Nu0. Moreover, 
the streamwise variation of the reported heat transfer coefficient in 
the two-pass duct can be illustrated by the present measured 
flowfield results. As shown in Fig. 9, in general, the regional 
averaged turbulent kinetic energy increases toward the down
stream direction from region - 2 in the first pass to region 3 in the 
second pass; it is expected to drop farther downstream. This 
general trend of [(u2 + w2)/2U2

b]rg parallels that of Nurg/Nu0 with 
the increasing rate modified by the convective velocity. In region 
- 2 before the turn, the regional averaged turbulent kinetic energy 
is very low and the increase of Nu,g from Nu0 is attributed to the 
high regional averaged convective mean velocity. For region — 1 
inside the turn, the increase of Nurg/Nu0 is mainly due to increased 

Fig. 8 Turbulent kinetic energy contours around the sharp turn in Y* = 
0 plane for Re = 1.2 x 104: (a) W*d = 0.10; (b) W*d = 0.25; and (c) W*d = 
0.50 

regional averaged turbulent kinetic energy since the regional av
eraged resultant convective mean velocity decreases. As_the flow 
proceeds from region - 1 to the midturn region 0, [(u2 + w2)l 
2U2

b]rg decreases slightly but (U2 + W2)°g
5/Ub increases steeply 

for W* = 0,10 and 0.25, resulting in a further increase in 
Nurg/Nu0. For region 1 inside the turn, Nurg/Nu0 increases persis
tently since the regional averaged turbulent kinetic energy in
creases although the regional averaged resultant convective mean 
velocity decreases slightly. After the turn in regions 1 to 3, the 
regional averaged turbulent kinetic energy and resultant convec
tive mean velocity respectively increase and decrease sharply for 
W* = 0.10 and 0.25. As a result, Nutg/Nu0 distribution reveals a 
plateau in these regions. Farther downstream from region 3, the 
turning effect gradually diminishes, leading to a weak variation in 
the regional averaged resultant convective mean velocity, and a 
gradual decrease in the regional averaged turbulent kinetic energy 
and, in turn, in Nurg/Nu0. 

For a fixed Re, Fig. 9 shows that the difference in W* has almost 
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Fig. 9 (a) Region index layout for performing region average; (b) dimen-
sionless regional averaged turbulent kinetic energy, magnitude of con
vective mean-velocity vector, and Nusselt number versus region index 

no influence on both the regional averaged turbulent kinetic energy 
and resultant convective mean velocity in the first pass. It is 
therefore expected that VV* has a weak influence on Nu,B/Nu„ in the 
first pass. Inside the turn and in the second pass, VV* is found to 
have significant effects on both regional averaged turbulent kinetic 
energy and resultant convective mean velocity. At a fixed Re = 
12,000, the present data indicate that the levels of [(u2 + w2)l 
2U2

b]rg and (U2 + W2),"//[/,, in the second pass are higher for W*; 

— 0.10 than for VV* = 0.25. In addition, as mentioned in the 
introduction, for a fixed VV* = 0.125 the results published by 
Ekkad and Han (1995) for Re = 1.0 X 104 to 5.0 X 10" showed 
that the higher the Reynolds number, the higher the Nusselt num
ber. These two results provide a possible explanation for the higher 

Nurg/Nu„ in the second pass measured by the present authors than 
by Ekkad and Han (1995), as shown in Fig. 9. The competition in 
raising Nurg/Nu0 between smaller VV* and higher Re is encountered 
by comparing the present case of W* = 0.06 and Re = 1.2 X 104 

with Chyu's case of W% = 0.25 and Re = 2.0 X 10" (Chyu, 
1991). Apparently, VV* is the dominant factor in this special 
competition (also recall that the mass transfer study of Han et al. 
(1988) concluded a slight decrease of the average Sherwood num
ber with increasing Re) and a higher Nurg/Nu0 in the second pass 
is attained for the present case. More extensive studies should be 
made to gain insight into the relative effect of VV* and Re. A 
complementary heat transfer study using a liquid crystal technique 
on the relation between VV* and Nu is being performed. There is 
one more aspect regarding the effect of VV* worthy jrf address. 
Figure 9 clearly reveals that the uniformity of [(«2 + w2)l2U\\rg 

increases with increasing VV*, as mentioned in the preceding 
section based on the broad observation from Fig. 8. 

Conclusions 

The effect of divider thickness VV* on flow characteristics near 
a 180 deg straight-corner turn for a two-pass, smooth, square duct 
was explored using LDV. The conclusions drawn based on the data 
presented are: 

1 VV* has little effect on fluid flow, both streamwise and 
cross-stream secondary flows, before the turn. In contrast, the 
location of the sharp-turn-induced separation recirculation zone is 
shifted from immediately after the turn to inside the turn and on the 
top of the divider tip when VV* is increased from 0.10 to 0.50. 

2 The local turbulent kinetic energy peaks associated with the 
shear layer and reattachment of the aforementioned separation 
recirculation zone thus also undergo the same shift as VV* is 
increased from 0.10 to 0.50. As a result of the above-mentioned 
shift, the uniformity and level of the regional averaged turbulent 
kinetic energy increases and decreases with increasing VV*, respec
tively, especially for the region immediately after the turn. 

3 Near and in the turn, the maximum cross-stream mean 
velocity decreases with increasing VV*. Inside the turn, the per
centage area of the cross section prevailed by the curvature-
induced Dean-type vortex pair decreases with increasing VV*. The 
trend is reversed immediately after the turn. 

4 The regional averaged turbulent kinetic energy and convec
tive mean velocity can complementarily provide the rationale for 
published and present measured distributions of the regional av
eraged heat transfer coefficient and, especially, their relative levels 
in the region immediately after the turn. 

5 For all VV* examined, in general, near and in the turn, the 
regional averaged turbulent kinetic energy increases with increas
ing streamwise distance. The regional averaged Nusselt number 
follows this trend with its increasing rate modified by the evolution 
of the convective mean velocity. The maximum regional averaged 
turbulent kinetic energy and heat transfer coefficient occur there
fore in the region immediately downstream of the turn and are 
approximately 0.09 ~ 0.24 times U\ and 1.9 ~ 2.4 times Nu0, 
respectively. 
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Dynamics of Large-Scale 
Structures for Jets in a 
Crossflow 
Results of a three-dimensional unsteady computational study of a row of jets injected 
normal to a crossflow are presented with the aim of understanding the dynamics of 
the large-scale structures in the region near the jet. The jet to crossflow velocity 
ratio is 0.5. A modified version of the computer program (INS3D), which utilizes 
the method of artificial compressibility, is used for the computations. Results obtained 
clearly indicate that the near-field large-scale structures are extremely dynamic in 
nature, and undergo breakup and reconnection processes. The dynamic near-field 
structures identified include the counterrotating vortex pair (CVP), the horseshoe 
vortex, wake vortex, wall vortex, and shear layer vortex. The dynamic features of 
these vortices are presented in this paper. The CVP is observed to be a convoluted 
structure interacting with the wall and horseshoe vortices. The shear layer vortices 
are stripped by the crossflow, and undergo pairing and stretching events in the 
leeward side of the jet. The wall vortex is reoriented into the upright wake system. 
Comparison of the predictions with mean velocity measurements is made. Reasonable 
agreement is observed. 

Introduction 

Jets in crossflow have been studied extensively due to po
tential applications in gas turbine blade cooling, control of 
pollutant discharges, roll-control of missiles, etc. The major
ity of these studies dealing with the details of the flow struc
ture have been on single jets issuing into a crossflow. Early 
experimental studies dealt with experimental efforts to deter
mine the mean flow behavior and pressure distributions (see, 
for example, Kamotani and Gerber, 1972; Andreopoulos, 
1985; Andreopolous and Rodi, 1984). Flow visualization 
studies have revealed the existence of several vortical struc
tures, and have indicated the importance of their dynamic 
nature. The counterrotating vortex pair (commonly referred 
to as the CVP) is reported to be the most dominant structure 
persisting far downstream of the jet injection. This is believed 
to be due to the vortex street exiting the injection hole and 
its reorientation by the crossflow (Foss, 1980; Andreopoulos, 
1985; Kelso et al., 1996). In addition, shear layer or ring 
vortices, driven by Kelvin-Helmholtz instability, are gener
ated in the near field of the jet. The adverse pressure gradient 
introduced by the jet blockage produces the horseshoe vorti
ces (with spanwise vorticity), which are deflected and 
stretched by the crossflow, and these travel downstream (with 
streamwise vorticity) rotating in a direction opposite to the 
CVP. Finally upright wake vortices between the surface and 
the jet have been observed (see Fric and Roshko, 1994), and 
these have been attributed to the separation of the entrained 
crossflow boundary layer due to spanwise pressure gradients. 

Computational studies aimed at examining the details of the 
flow structure have been relatively limited. The majority of the 
reported studies have primarily solved the Reynolds-Averaged-
Navier-Stokes (RANS) equations, and due to the intrinsic time-
averaging that is associated with these equations, the dynamic 
nature of the vortical structures cannot be predicted. Further, turbu-

1 Corresponding author. 
Contributed by the International Gas Turbine Institute and presented at the 43rd 

International Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, 
Sweden, June 2 - 5 , 1998. Manuscript received by the International Gas Turbine 
Institute February 1998. Paper No. 98-GT-19. Associate Technical Editor: R. E. 
Kielb. 

lence models have to be introduced, and the accuracies of even 
the time-averaged calculations are themselves compromised by the 
validity of the model. Examples of RANS calculations are those 
of Patankar et al. (1977), Sykes et al. (1986), Kim and Benson 
(1992), and Demuren (1993). More recently, Jones and Wille 
(1996) and Yuan and Street (1999) presented Large Eddy Simula
tions (LES) that resolve the dynamics of the large scales and model 
the small scales, and observed some of the reported phenomena in 
the experiments. 

The application of interest in the present paper is the film 
cooling of gas turbine blades. In this configuration, a row of 
coolant jets is injected into a hot crossflow. The coolant jets 
are usually injected at an angle to the main crossflow direction. 
The goal of the jets is to provide a wide coverage of the blade 
surface. This problem differs from the single-jet-in-crossflow 
studies, in that the spanwise boundaries are no longer free-
stream boundaries. They are either periodic or symmetry (for 
a time-averaged variable) boundary conditions. Further, the 
length-to-diameter ratio of the injection hole is usually small 
(in the range of 1.5-5), and therefore the flow development in 
the injection hole is affected by the crossflow leading to a highly 
nonuniform jet-exit profile. This is in contrast to the single-jet 
studies, where the hole exit profile has been assumed to be or 
is symmetric. Since the vorticity exiting the hole has a very 
strong influence of the downstream development of the dynamic 
structures, appropriate specification of the jet-exit conditions is 
necessary. 

In the near field of the film cooling jet, the dynamic large-
scale structures are likely to control the mixing process, as 
has been shown in free jet studies (see, for example, the 
review by Ho and Huerre, 1984) and it is this mixing that 
dictates the normal and transverse penetration of the jet. To 
predict the heat transfer or the adiabatic effectiveness accu
rately from the surface, it is important to predict the jet pene
tration and reattachment correctly, and for this the dynamics 
of the near-field structures must be accurately simulated. This 
necessitates a time-and space-accurate calculation of the flow 
field, i.e., direct numerical simulation (DNS) or LES. How
ever, while there are many computational studies dealing with 
film cooling predictions (see Garg and Gaugler, 1994, 1997), 
they are primarily limited to RANS-based calculations and 
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Fig. 1 Diagram of the physical problem 

ranged from about 8 near the wall to about 60 far away from 
the wall. 

At yld = 0 and yld = 1.5, symmetry boundary conditions 
were used at each time step. In order to represent the inlet 
boundary conditions accurately, perturbations were introduced 
at both the jet and crossflow inlet. This was accomplished by 
adding a fluctuating component of velocity to the mean velocity 
data of Ajersch et al. (1997). The fluctuating component F(j, 
k, t) is specified by Eq. (1) and is composed of 10 frequencies 
( / (« ) ) . The numbers a and b are generated randomly between 
0 and 1, where; and k represent the indices of the inlet planes. 
The term a is used to provide a slightly different frequency for 
each real time step. The effect of b, which is a function only 
of the gridpoints, is to provide a different phase shift for every 
spatial location. The term A was chosen to control the amplitude 
of the perturbations to match that of the experimental data of 
Ajersch et al. (1997). 

10 

F(j,k,t) =A(j,k) I sin [ / (« )*[ ! 

are therefore unable to predict the near-field evolution of the 
jet {xld < 5) very well. In this paper, we present time and 
space-accurate calculations for a typical film cooling configu
ration, with the specific intent of understanding the dynamics 
of the various vortical structures in the near-field. To the 
authors' knowledge, DNS or LES for the film cooling config
uration have not been reported. 

Problem Description 
The physical configuration (Fig. 1) chosen corresponds to 

an experimental study reported by Ajersch et al. (1997). The 
coolant jets are injected at 90 deg (vertically upward) from a 
square-cross-section duct with an average velocity of 5.5 m/s. 
The width of the square jet exit hole is d = 12.7 mm. The free-
stream value of the crossflow velocity is 11 m/s. The measure
ments of Ajersch et al. (1997) are used for boundary conditions 
at both the crossflow inlet and the jet exit. In the experiments 
of Ajersch et al. (1997) the crossflow boundary layer ap
proaching the jet was tripped by a thin rod to ensure a turbulent 
boundary layer. Both the jet and crossflow air are at the same 
(room) temperature. The Reynolds number based on the jet 
hydraulic diameter (d) and average jet velocity is 4700. 

Since the primary goal of the present study is to examine the 
dynamics of the large-scale vortical structures in the near field, 
only a modest number of grid points (nearly 277,000) have 
been used in the present study. It is recognized that this mesh 
will be unable to resolve the dynamics of the small-scale struc
tures, nor the interaction between the small and large scales. 
With this in mind, no statistics, except mean velocity, are pre
sented in this paper, and the discussion is focused on the dynam
ics of the near-field large-scale structures. The experimental 
studies referenced earlier (Foss, 1980; Fric and Roshko, 1994; 
Kelso et al., 1996) clearly indicate that the near-field vortical 
structures are large-scale events, controlled largely by inviscid 
phenomena, and that the small-scale turbulence has little influ
ence in this region. Therefore, it is expected that with the mesh 
used in the present calculations, the near-field dynamics would 
be correctly predicted. 

Figures 1 and 2 show the computational domain. The compu
tational domain extended from xld = —6.3 to 12, yld = 0 to 
1.5, zld = 0 to 4. A stretched Cartesian grid with 191 points 
in the x direction, 29 in the y, and 50 in the z direction was 
used. The grid was stretched in the x direction so that grid 
points were clustered in the jet region. Grid points were also 
clustered near the wall boundary in the z direction. In wall 
coordinates Ax + ((x/v){rjp) (where TW is the wall shear 
stress) ranged from 20 near the jet to 60 well downstream, Ay + 

is nearly 20 across the whole spanwise direction, and Az + 

+ M5*(a(j,k,l)- .5)]*t + b(j,k)] (1 ) 

The frequencies at which the flow was perturbed ranged from 
1.2 to 36 Hz. The computed dominant frequencies of the flow 
were in the range 100-200 Hz (see section on Dynamics of 
the Large-Scale Structures). This indicates that the natural in
stabilities were established in the flow, and were not the result 
of the frequencies introduced at the boundaries. 

Solution Method 
The three-dimensional unsteady incompressible Navier-

Stokes equations are solved by the method of artificial com
pressibility, which was first suggested by Chorin (1968). In 
this method the incompressible Navier-Stokes equations are 
modified by the addition of a derivative of pressure (times a 
constant) with respect to a psuedo-time to the continuity equa
tion. This creates a situation similar to that of the compressible 
Navier-Stokes equations in which the effect of pressure appears 
in the continuity equation due to the presence of a derivative 
of density with respect to time. This enables the incompressible 
Navier-Stokes equations to be solved using methods derived 
for the compressible Navier-Stokes equations. When steady 
state is reached in psuedo-time, the added term in the continuity 
equation becomes zero and the incompressible continuity equa
tion is satisfied. Real-time solutions are obtained by adding the 
appropriate terms to the steady-state incompressible Navier-
Stokes equations and obtaining a steady-state solution in 
psuedo-time for each real time step. A code called INS3D, 
which was developed at NASA Ames Research Center by Rog
ers and Kwak (1991), was used. This code incorporates a third 
and a fifth-order upwind representation for the convective terms 
along with a second-order central difference representation for 

freestream 

outlet 

0 
6.3d -»H- 12d 

Fig. 2 Diagram of the computational domain 
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Fig. 3 The x component of vorticity in the x-y plane at one instant in time 

Fig. 4 The y and z components of vorticity and pressure in the x-y plane at the same instant in time at z/d = 0.137 
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Fig. 6 The x component of vorticity and velocity vectors in the yz plane, at x /d = 0.979 
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Fig. 7 The x component of vorticity and velocity vectors in the y-z plane, at xld = 4.0 

the diffusion terms. All calculations presented in this paper 
were done using the 3rd order upwind representation for the 
convective terms. The code was modified to use a fourth-order 
central difference representation for the diffusion terms. A sec
ond-order representation is used for the temporal terms. Al
though a Cartesian grid was used, the code is capable of han
dling generalized curvilinear coordinates. We have changed the 
differencing of the metric terms from second-order accuracy to 
a user-defined arbitrary order of accuracy utilizing Fornberg's 
algorithm (1988). In our calculations we use fourth-order accu
rate representations for the metric terms. Between 40 and 45 
subiterations were needed to move one real time step. Eight 
hours on a Cray C90 were required to move approximately 68 
time steps. The solution was advanced over 1700 time steps. 
This corresponds to a particle passing through the computational 
domain 12 times based on the jet velocity, and is long enough 
for the effect of the initial conditions to be "washed out." 

Results and Discussions 

Main Features at One Time Instance. Figure 3 shows the 
instantaneous values of the x vorticity at three different x-y 
planes above the surface. Above the surface, the dominant fea
tures of the flow field are the horseshoe vortex (positive vortic
ity) and the CVP (negative vorticity). The horseshoe vortex 
system grows in both the spanwise and vertical directions as it 
develops downstream. At a vertical location corresponding to 
zld = 0.137, two legs of the horseshoe vortex system are noted, 
with one leg traveling downstream along the symmetry bound
ary, and the other being partly entrained into the wake of the 
jet (by xld = 2) . This process repeats itself farther downstream 
(by xld = 4, see Fig. 7 and again by xld = 6) . In the near 

field (xld = 2), the entrained positive vorticity convolutes the 
CVP, and as a consequence, the instantaneous flow field consists 
of a highly stretched and distorted CVP (negative vorticity) 
with pockets of positive vorticity. The positive vorticity, partic
ularly close to the wall, is also caused by the wall vortex, as 
discussed in the next paragraph. 

Very close to the surface, zld = 0.01933 (Fig. 3), negative 
vorticity is noted directly below the footprint of the horseshoe 
vortex, while positive vorticity is noted on the leeward side of 
the injection hole. The low pressure in the wake region produces 
the pressure defect responsible for driving the crossflow in the 
spanwise direction. Examination of the instantaneous pressure 
contours at the same time instance (Fig. 4) indicates both axial 
and spanwise pressure gradients along the transverse edge of 
the jet, which are responsible for a thin flow-stream from the 
transverse edge of the jet, with positive vorticity, to be directed 
toward the jet symmetry plane. This is akin to the wall-vortex 
behavior observed by Kelso et al. (1996) where the flow bifur
cates toward the jet center plane from a saddle point on the 
transverse side and encounters an adverse pressure gradient near 
the centerline, causing flow separation and a wall vortex system. 
Contours of the x vorticity in cross-stream planes, shown later, 
will show time instances in which this positive vorticity associ
ated with the wall vortex will link up with positive vorticity in 
the horseshoe vortex. 

Figure 4 presents the y and z components of vorticity and 
pressure, at a given instance in time in the x-y plane corre
sponding to zld = 0.137. The corresponding x component of 
vorticity was provided in Fig. 3. The y component of vorticity 
shows the signature of the horseshoe vortex beginning roughly 
one diameter upstream of the jet exit, but diminishes rapidly 
downstream of xld = 0, implying the reorientation of the vortex 
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Fig. 8 Pressure in the y-z plane, at xld = 0 

by the crossflow. The large positive vorticity values from the 
trailing edge of the hole (xld = 0.5) are also evident and are 
associated with the boundary layer on the trailing wall of the 
jet exit. The corresponding negative vorticity along the leading 
edge of the jet hole is considerably smaller due to the distortion 
of the jet-hole exit profile by the crossflow (as obtained from 
measurements), which diminishes the velocity gradients along 
the leading edge and accentuates them along the trailing edge. 
Downstream from the hole, patches of negative vorticity can 
be observed. These are presumably associated with the jet-
shear-layer or ring vortices associated with Kelvin-Helmholtz 
rollup. 

The z-vorticity contour shows two distinctive features. First, 
the horseshoe vortex is associated with positive z vorticity 
downstream of the leading edge of the injection hole. This is 
presumably induced by the periodic splitting and transverse 
entrainment of the vortex into the wake region. The second 
distinctive feature is associated with the wake region where 
patches of strong positive and negative z vorticity are noted. 
The negative vorticity is associated with the wake vortex, and 
Kelso et al. (1996) and Fric and Roshko (1994) have concluded 
that this is caused by the entrainment of the crossflow boundary 
layer into the wake, and its reorientation by the vertical upflow. 
Further evidence and clarification on this will be provided in 
Figs. 6 and 7. Three mechanisms for the positive vorticity are 
possible. First, an examination of the jet-hole-exit profile shows 
strong pockets of z vorticity, and these could be transported 
downstream into the wake region. Second, the periodic entrain
ment of the horseshoe vortex (discussed in reference to Fig. 

3), associated with positive z vorticity as noted above, can lead 
to pockets of positive z, vorticity in the wake. Third, Kelso et 
al. (1996) have postulated a mechanism for wake vortices, 
where the "upright vortices are formed by vortex loops on 
either side of the wake," and is "composed of vorticity from 
one or the other side of the wake." Such a mechanism would 
lead to alternate positive and negative pockets of vorticity. 
While, at the z/d = 0.137 location, the wake vortices appear 
to be contiguous, at a higher z/d location (z/d = 0.42), the 
vortices are more distinct and separate from each other (see 
Fig. 11). The visualization pictures of Fric and Roshko (1994) 
and Kelso et al. (1996) appear to indicate that such behavior 
is also borne out in the experiments. 

The pressure contours show the stagnation region upstream of 
the jet centerline, and the region of low pressure just downstream 
of the leeward side of the jet. Because of the low blowing ratio 
(0.5), the stagnation region extends into the jet-exithole. The 
lower pressures in the horseshoe vortex and its trajectory are 
clearly evident. The excursions of the crossflow boundary layer 
or the horseshoe vortex into the low-pressure wake region are 
also noticeable in the form of spanwise fingering of the pressure 
contours originating from the crossflow regions. The adverse pres
sure gradient regions near the jet center plane that lead to the wall 
vortex system can also be seen in the pressure contours. 

Dynamics of the Large-Scale Structures. In the discussion 
below we will focus attention on the vorticity and pressure contours 
at different streamwise (x-y and x-z.) and cross-stream (y-z) 
planes. Of interest are the dynamics of the structures, and therefore, 
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Fig. 9 Pressure in the y-z plane, at xld = 0.979 

results are presented for successive times. In picking the time 
increments and the time interval over which the data are to be 
presented, a sampling of a few locations downstream of the jet 
was made, and a Fast Fourier Transform of the time trace of 
the velocity variables at that location was performed. A range of 
frequencies was obtained, representing different scales in the flow. 
The dominant mode was then determined, and the time period of 
this mode was used to make a decision on the time interval over 
which the data are to be presented. A representative increment in 
time of 9 X 10 ~4 or 18 X 10 ~4 seconds over this interval was 
then picked to illustrate the temporal evolution. 

Figures 5, 6, and 7 show the x vorticity together with the 
superimposed velocity vectors in three streamwise locations, 
corresponding to xld = 0 (jet center plane), xld = 0.979 (near-
wake region), and xld = 4 (far-wake region). Figures 8, 9, 
and 10 show the corresponding pressure contours. 

At the low blowing ratio value of 0.5, the jet begins to bend 
immediately. Therefore, the CVP is established early in the jet 
development. At xld = 0, the velocity vectors indicate the 
stretching of the core jet by the crossfiow and by the bound 
vorticity in the jet-exit profile. Early evidence of the develop
ment of the CVP can be seen in the region directly above the 
jet associated with a pocket of negative vorticity. The negative 
vorticity exiting the transverse edge of the jet hole is seen to 
be primarily transported in the transverse direction directly be
low the horseshoe vortex system, and serves to strengthen the 
horseshoe vortex. This was also observed at the zld = 0 plane 
in Fig. 3, and as noted earlier is associated with the pressure 
defect established between the high-pressure region in the mid

dle of the hole (associated with the stagnation region created 
when the jet encounters the crossfiow) and the lower-pressure 
regions in the crossfiow. The cross-stream pressure profile in 
Fig. 8 shows that there are two regions of low pressure in 
the transverse direction, one associated with the jet-exit-flow 
boundary layer, and the other associated with the horseshoe 
vortex. In between there is a region of adverse pressure gradient, 
but no instantaneous flow reversals were noted. With time, the 
low-pressure region associated with the horseshoe vortex (Fig. 
8) and the eye of the vortex (Fig. 5) meanders somewhat in 
the transverse direction, first moving toward the jet center plane 
and then away from it. As seen in Fig. 3 and also in Fig. 5, the 
horseshoe vortex is a dominant feature in this flow, and at 
certain time instances, the positive vorticity associated with this 
system extends all the way to the transverse edge of the jet. 

At xld — 0.979 (Figs. 6 and 9) , corresponding to the near-
wake region, the CVP (negative vorticity) is more well defined. 
However, as noted in Fig. 3, it is convoluted with patches of 
positive vorticity, which are a consequence of the entrainment 
of the crossfiow boundary layer and fluid from the horseshoe 
vortex system into the wake. This is clearly evident at time 
instances marked as 27 X 1 0 " \ 36 X 10~\ 45 X 10 4, and 
54 X 10 ~4 seconds. The flow is entrained into the wake along 
a thin stream adjoining the plate surface, and separates near the 
jet center plane, forming a recirculation or wall vortex with 
positive vorticity just below the CVP. As can be seen clearly 
at 27 X 10~4, 36 X 10 - 4 , and 45 X 10"4 seconds, this wall 
vortex is entrained by the upflow into the CVP. As the z vorticity 
contours will show later, the entrained wall vortices (with x 
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Fig. 10 Pressure in the y-z plane, at x/d = 4.047 

vorticity) are reoriented into upright wake vortices (with z vor
ticity). Note that unlike the high-blowing-ratio (in the range of 
2 to 10) cases considered by Fric and Roshko (1994) and Kelso 
et al. (1996), at the low blowing ratio considered in this study, 
the CVP is close to the surface, and therefore the upflow entrain-
ment of the wall vortices significantly convolutes the CVP. 
Another important observation is that at certain time instances, 
part of the fluid in the horseshoe vortex system is entrained 
along with the crossflow into the wake. This can be even more 
clearly observed at x/d = 4. 

The CVP can also be observed to go through a sequence of 
being pinched off at the top, resulting in a separate region of 
negative vorticity above the CVP (see the contours at 18 X 
10~4 seconds), and then reconnecting later (see the contours 
at t = 45 X 10~4). In examining the pressure contours (Fig. 
8), this pinch off is associated with the development of a local 
pressure excursion near the top of the CVP. In the vicinity of 
the jet center plane, adverse pressure gradients in the transverse 
direction can clearly be seen, which as discussed above, leads 
to the development of the wall vortex. Associated with this, 
favorable pressure gradients can be seen in the vertical direction 
leading to the upward entrainment of the wall vortex. 

At x/d = 4, the CVP has grown in size considerably, and its 
various dynamic features are illustrated in Fig. 7. At t = 0, the 
CVP has two regions of concentrated vorticity, and there is 
significant entrainment of the crossflow into the region directly 
below the CVP leading to a wall vortex. However, over more 
than half the transverse direction along the wall, there is an 
adverse pressure gradient (Fig. 10) leading to a thin, elongated 

wall vortex, much unlike that seen in the near wake region. 
Further, the entrainment and reorientation of the wall vortex 
are much more complex. At certain time instances (18 X 10 ̂ 4 

in Fig. 7) , the crossflow is directly entrained into the midregions 
of the CVP (at zld nearly equal to 0.5 ) made possible by mildly 
favorable pressure gradients in the transverse direction (see 
pressure contour at t = 18 X 10~4) at this level. However, close 
to the jet center plane, the pressure gradient becomes adverse, 
leading to the formation of a small midspan vortex with positive 
vorticity. This midspan vortex splits the primary CVP into two 
halves. As the midspan vortex is entrained upward, the two 
halves of the CVP reconnect behind it. At 36 X 10 "4 seconds, 
the pressure contours show a strong pressure deficit associated 
with the positive vorticity vortex, with high-pressure regions 
on either side. A fairly large positive vorticity eddy is therefore 
obtained, centered near zld = 1, and appears nestled between 
the two legs of the CVP (each driven by the high-pressure 
region on either side of the pressure deficit). The right lobe of 
the CVP then diminishes (as does the high-pressure region 
driving it), the positive vorticity eddy (and the associated low-
pressure region) descends to take its place connecting with the 
wall vortex, and the left lobe of the CVP is accentuated. The 
CVP continues to develop around the positive vorticity eddy as 
it is entrained upwards. At 63 X 10 ~4 seconds, pieces of the 
positive vorticity eddy are entrained into the CVP, which takes 
on an inverted " £ " shape. 

The horseshoe vortex can be seen to be lifted off the surface, 
and at specific time instances (see 27 X 10~4 seconds) develops 
a tail that connects with the wall vortex along the jet center plane. 
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Fig. 11 The z component of vorticity in the x-y plane at z/d = 0.42 

In this instance the wall vortex is fed both by the crossflow 
boundary layer and by the horseshoe vortex. The eye of the horse
shoe vortex bobs up and down along the right symmetry plane, 
and as it moves up the crossflow is entrained beneath it. However, 
in a manner similar to that along the jet center plane, the entrained 
fluid encounters an adverse pressure gradient, and a wall vortex 
is also obtained directly beneath the horseshoe vortex. To the 
authors' knowledge, observations of a wall vortex on the horse
shoe side have not been reported in the literature. 

Figure 11 shows the z vorticity in an x-y plane at z/d = 0.42. 
Also shown are superimposed velocity vectors. The footprint of 
the horseshoe vortex near its evolution upstream of the exit-
hole center and in the far-wake regions can be quite clearly 
seen. Near the stagnation region associated with the evolution 
of the vortex, pressure decreases away from the jet center plane, 
and leads to negative vorticity of the horseshoe vortex. Near 
the opposite transverse boundary, pressure decreases as one 
moves away from that boundary, leading to a positive z vorticity 
of the horseshoe vortex. In the wake, both positive and negative 
vorticity eddies are observed, with the negative vorticities asso
ciated with the upright vortices arising either from a reorienta
tion of the wall vortices or from a reorientation of the midspan 
vortices. Three possible reasons for the positive vorticity eddies 
were mentioned earlier. It should be noted that contiguous pock
ets of negative upright vortices are possible, as shown at t = 
36 X 10 "4. A careful examination of frame-by-frame evolution 
indicates that vortex stretching and breakup, and compression 
and coalescence are occurring at several time instances. The 
velocity vectors show not only significant entrainment of the 

crossflow into the wake region, but also stagnation regions. 
These are associated with the reorientation of the wall or mid-
span vortex into an upright vortex. Note also the existence of 
neighboring eddies rotating in the same direction. 

Figure 12 shows the y-vorticity contours in an x-z plane 
corresponding to yld = 0.45. The positive vorticity along the 
downstream edge of the coolant hole, and the negative vorticity 
along the upstream edge, are evident, and are associated with 
the jet-hole exit velocity profiles. Clear evidence of shear-layer 
vortices can be seen on the leeward side of the jet. These vorti
ces are shed from both sides of the jet, but convect downstream 
at different velocities, with the windward vortices (negative 
vorticity) accelerated by the high-speed crossflow. Vortex pairs 
of positive vorticity and negative vorticity can be seen at t = 
0. One vortex is along the wall, and the other is along the 
underside of the deflected jet. These vortex pairs can clearly be 
seen to undergo pairing events. For example, at t = 0, between 
xld of 1.25 and 2.5, four vortex pairs can be distinctly observed. 
These four pairs can be clearly observed to have paired at t = 
18 X 10 ~4, and have convected downstream to the region be
tween xld of 1.25 and 2.75. With time, these vortices are 
stretched and grow downstream. It is anticipated that some re
orientation of these vortices in the streamwise direction is 
achieved by the crossflow. This reorientation, depending on the 
initial vorticity direction, can either enhance or detract from the 
CVP. 

The superimposed velocity vectors clearly show the positive 
vorticity near the wall directing the fluid downward in a sweep-
type motion, and the negative vorticity near the wall ejecting 

Journal of Turbomachinery JULY 1999, Vol. 121 / 585 

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



rsffl m 
:rt8x10"4S6C-

0.5 t-

' * i !" - • - • — t - - - i 

: j;^!l:f i M-il&y.l-S-
,,;£!$£&•. «"l" i . -.*3l?A. '^i*'"-".:!:'.: • rf*» x < » 

36Xl4)"-4:$ec': 

1 . . • . , 

•54X10:4 S6C 

"TO. i r i'.ifMdim^.-j. aMsx îJî 'ift«rtî ..--v" "^ 
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Fig. 12 The y component of vorticity and velocity vectors in the x-z plane at y/d = 0.45 

the fluid upward from the surface. Thus the wall is subject to 
alternate sweep and ejection events, which can lead to high 
levels of wall shear. 

Comparison With Experiments. The time averaged x and 
y components of velocity at various locations are shown in Fig. 
13. It is compared to the experimental data of Ajersch et al. 
(1997). Agreement with Ajersch et al. (1997) is quite good in 
the near-jet region but deteriorates somewhat as one moves 
downstream away from the jet. One possible reason for this is 
the grid spacing, which becomes progressively coarser as one 
moves downstream away from the jet and the increasing impor
tance of the small scales farther downstream. At xld = 0.979, 
flow separation is still present in the predicted profiles, and a 
distinct wake-type profile is observed. Note that at xld = 2.977, 
the predicted profile accurately reproduces the measured wake-
defect region. 

Concluding Remarks 

A time and space-accurate computational study is performed 
to understand the dynamics of the large-scale structures in the 
near field of a film cooling jet injected normal to a crossflow. 
The following are the major conclusions of this study: 

1 The near field is characterized by several fairly dominant 
dynamic large-scale structures. These include the CVP, shear-
layer vortices, horseshoe vortices, wall vortices, and wake vorti
ces. 

2 The CVP appears to be a dynamically convoluting structure 
with patches of positive and negative voiticity. The convolution 
appears to stem from the low blowing ratio, due to which the CVP 
is constrained to the near-wall region. The crossflow is entrained 
periodically into the CVP and leads to the convolution. 

3 The crossflow and flow from the horseshoe vortex system 
are both observed to be entrained into the wake region. The 
entrained near-wall crossflow-boundary layer experiences an 
adverse pressure gradient near the jet symmetry plane and sepa
rates to form a wall vortex. This wall vortex is then stretched 
and reoriented into the upright wake vortices. 

4 Direct entrainment of the midspan crossflow into the 
wake region is also observed for xld = 4. This midspan vortex 
(with x vorticity) dynamically interacts with the CVP, the wall 
vortices, and also the horseshoe vortex system. The CVP is 
seen to undergo a process of breakup and reconnection. 

5 The horseshoe vortex appears to be a dominant feature 
for a normal jet in crossflow. Entrainment of the horseshoe 
vortex into the wake region is clearly evident. 

6 The wake vortices (z vorticity) are an outcome of the 
reorientation of the wall vortices and the midspan vortices by 
the wake upflow. 

7 The shear layer vortices (y vorticity) appear primarily on 
the leeward side of the jet. This is attributed to the low blowing 
ratio case being studied here. The crossflow appears to strip the 
y vorticity from the windward and leeward sides for the jet into 
the wake region. Vortex pairs are clearly observed to undergo 
pairing and stretching events. 
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8 Comparisons of the current predictions with the mean 
velocity measurements are in good agreement. 
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A Theory for Predicting the 
Turbulent-Spot Production Rate 
A theory is presented for predicting the production rate of turbulent spots. The theory, 
based on that by Mayle-Schulz for bypass transition, leads to a new correlation for the 
spot production rate in boundary layer flows with a zero pressure gradient. The corre
lation, which agrees reasonably well with data, clearly shows the effects of both free-
stream turbulence level and length scale. In addition, the theory provides an estimate for 
the lowest level of free-stream turbulence causing bypass transition. 

Introduction 
When designing airfoils for gas turbine engines, the designer is 

usually faced with a decision of how to calculate laminar-to-
turbulent transitional flow. Since the aerodynamic loss of these 
airfoils, their off-design performance, and their heat load in the hot 
section depend critically on transition, this decision must be made 
carefully. 

Presently, the flow around gas turbine airfoils is usually com
puted using the well-known k-e equations of motion modified 
according to each manufacturer's experience. Some of these com
putation methods are rather sophisticated and use low-Reynolds-
number "correlations" to calculate transition. As shown by Savill 
(1991) and later by Sieger et al. (1993), however, these methods 
are somewhat unreliable when used to "predict" new data. Briefly, 
the problems with them are that: (a) the low-Reynolds-number 
correlations can't account for all of the effects, and (b) none 
properly account for the inherent unsteady, three-dimensional na
ture of transitional flow. Accordingly, these methods should now 
be considered "old." 

A "new" method, which actually dates back to 1951 when 
Emmons discovered the turbulent spots now named after him, was 
described more recently by the author (Mayle, 1991). Briefly, the 
method requires one to: (a) calculate a separate set of flow-
conditioned, time-averaged equations for both the laminar and 
turbulent portions of the flow, and (b) combine the results at every 
location according to the probability that the flow is either laminar 
or turbulent. In the past, this method simply involved combining 
laminar and turbulent solutions for the various mean-flow quanti
ties (such as skin friction) according to Emmons' superposition 
model. Now, two sets of flow-conditioned k-e equations are being 
used that not only account for both the three-dimensional nature of 
transition, but also the large eddy interaction1 between the laminar 
and turbulent portions. The success of this approach has recently 
been shown by Steelant and Dick (1994, 1996). It depends, how
ever, on predicting the flow's probability distribution. 

The probability that the flow passing over any portion of a 
surface is turbulent was first introduced by Emmons (1951). It is 
now called "intermittency." When the intermittency is zero, the 
flow is completely laminar, and when it is one the flow is com
pletely turbulent. For intermediate values, the flow at any position 
is part of the time laminar and the rest of the time turbulent, i.e., 
transitional. Currently, the accepted expression for intermittency in 
unaccelerating, two-dimensional flow is 

y(x) = 1 - exp{-wcr (Rex - Rext)
2}; Rex Re„, (1) 

The implications of this interaction on the equations for the mean-flow quantities 
have previously been discussed by Paxson (1989) and myself (1991), and for the 
turbulence quantities by Steelant and Dick (1994). 
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where Rex is the Reynolds number based on the streamwise 
distance x, Re„, is the Reynolds number where turbulent spots in 
the laminar boundary layer first appear and transition begins, n is 
a dimensionless turbulent spot production rate (the subject of this 
paper), and cr is Emmons' spot propagation parameter. Measure
ments by Schubauer and Klebanoff (1955) in a flow with a zero 
pressure gradient indicate that cr, which in general depends on the 
shape and velocity of the spot, is constant and equal to 0.27. 
Therefore, once Rext and n are known,2 the intermittency distri
bution can be calculated, and transition can be predicted. The 
intermittency distribution for Rex, = 9(10)4 and ncr = 10~10 is 
shown in Fig. 1. This distribution corresponds roughly to that for 
bypass transition with a free-stream turbulence level of 3 percent. 
As the turbulence level increases, Rext decreases, fta increases, and 
the transition length ReLT decreases. 

Presently, Rext and n are obtained from correlations that gener
ally relate them to the free-stream turbulence level, pressure gra
dient, and sometimes Mach number. One example from several for 
the onset of transition is shown in Fig. 2. This correlation (obtained 
by the author, 1991) is good for zero-pressure-gradient flows and, 
rather than Rex„ relates the momentum thickness Reynolds number 
at onset to the turbulence level. For zero-pressure-gradient flows, 
Blasius' solution (Schlichting, 1979) provides Rext = 2.27 Re2,,. 
Recently, a new theory for pretransitional flow was proposed by 
Dr.-Ing. Schulz and myself (Mayle and Schulz, 1997) which is not 
only the basis for the present work, but may also replace correla
tions of the type shown in Fig. 2. 

Several correlations for the production rate are also available. 
While Emmons and Bryson (1951) made the earliest attempt at 
correlating the spot production rate with free-stream turbulence, it 
wasn't until Narasimha (1957) formulated Eq. (1) that Dhawan and 
Narasimha (1958) provided a more appropriate one. This was later 
revised by Narasimha himself in 1985. Twenty years after Em
mons' work, Chen and Thyson (1971) obtained a correlation for 
compressible flow and later, Walker and Gostelow (1990) pre
sented one using Walker's (1987) result based on laminar insta
bility theory. Last of all, the author (1991) presented another based 
only on intermittency measurements. 

These correlations are given in Table 1. For the purpose of 
comparison, all are presented in terms of the free-stream turbu
lence level. To accomplish this, those that were originally formu
lated in terms of the momentum thickness Reynolds number at 
onset were reformulated using the correlation shown in Fig. 2, and 
those originally formulated in terms of the transition length (see 
Fig. 1) were reformulated in terms of the spot production rate using 

fla = 4.61/Re? (2) 

There are some other considerations, such as the spot-formation distribution 
function and spot growth rate in flows with pressure gradients (Narasimha, 1985), but 
Rext and n are the primary independent parameters for zero pressure gradient flows. 
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This relation is acquired by setting Re, - Re„ = ReLT in Eq. (1) 
assuming transition ends when y = 0.99. Since both the correla
tion in Fig. 2 and the relation in Eq. (2) are for zero-pressure-
gradient, low-speed flow, the correlations as presented in Table 1 
are only good for this flow. The correlations are plotted and 
compared with data in Fig. 3. Three of them are virtually the same, 
while all have about the same slope and could be made to more or 
less fit the data for Tu £: 0.01 by simply changing their coeffi
cients. Since the author's correlation was based on these data, it 
should agree. 

The aim of this paper is to present a theory for the production 
rate of turbulent spots in flows undergoing bypass transition. As 
mentioned above it is not the first theory, but in contrast to that 
presented by Walker (1987), which is based on Tollmien-
Schlichting's theory for "natural" transition, the present is based 
on that by Mayle and Schulz (1997) for "bypass" transition. As we 
will see, the theory not only provides a new correlation for the 
turbulent-spot production rate, but implicitly accounts for the 
separate influences of free-stream-turbulence level and length 
scale. 

The paper is divided into four sections. First, we will consider 
the concept of intermittency and formally introduce the spot pro
duction rate. Second, we will very briefly review Mayle and 
Schulz' theory and introduce the latest results of Mayle et al. 
(1998). Third, we will develop a new spot production theory and 
obtain a new correlation for the production rate. Finally, we will 
conclude and offer some suggestions for further work. 

Intermittency and Spot Production 
A statistical theory for transitional flow was first developed by 

Emmons (1951), who showed that the probability of finding a 
turbulent spot passing over the position (x, z) on the surface is 

y(x, z,t) = \ - exp. g(x*, z*, t*)dx*dz*dt* (3) 

where g is the production rate of turbulent spots at the position 
(**, z*) at time t*, and R* is the volume defined by all points that 
are sources of turbulent spots that will pass over the position (x, z) 
at time t. Assuming the production rate is constant, Emmons 
integrated Eq. (3) and obtained an expression for 7 that is not too 
different from that presently accepted. 

The currently accepted expression was obtained by Narasimha 
(1957) and Dhawan and Narasimha (1958) who compared their 
intermittency measurements with the expression obtained from Eq. 
(3) by substituting a Gaussian distribution for g. They concluded 
that the production rate for two-dimensional flow is best repre
sented by a Gaussian distribution with a zero standard deviation, 
namely, 

?(x* /*) = n8(x* — x,) 

where n is the turbulent spot production rate per unit distance in 
the z direction, S(x) is the Dirac delta function of x, and x, is the 

Nomenclature 

/ = circular frequency, Hz 
/eff = effective frequency of free-stream 

turbulence, Hz 
k = kinetic energy of laminar fluctua

tions, m2/s2 

/eff = effective wavelength of free-
stream turbulence, m 

n = production rate of turbulent spots, 
m"1 s"1 

Re = Reynolds number; Re, = Uxlv 
ReA = turbulence Reynolds number = 

t = time, s 
Tu = free-stream turbulence level = 

v ft 
u = velocity component in the 

x-direction, rn/s 

U = free-stream velocity, m/s 
v = velocity component in the y direc

tion, m/s 
x = coordinate along the surface in the 

free-stream direction, m 
y = coordinate normal to the surface, m 
z ~ coordinate along the surface normal 

to the flow, m 
8 = boundary layer thickness, m 
e = dissipation of turbulent kinetic en

ergy, m2/s3 

e„ = dissipation of laminar kinetic en
ergy, m2/s3 

7} = Kolmogorov's length scale, m 
B = momentum thickness, m 

A = Taylor's microscale of turbulence, 
m 

v = kinematic viscosity, m2/s 
p = density, kg/m3 

v = Kolmogorov's velocity scale, m/s 

Subscripts 

fs = free stream 
t = evaluated at the onset of transition 

Symbols 

q = time average of quantity q 
q' = fluctuating component of q, q' — 0 
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Table 1 Spot production rate correlations (zero-pressure-gradient flow) Table 2 Effective frequencies and length scales 

INVESTIGATOR(S) CORRELATION 

Dhawan & Narasimha (1958) ntf = 2.11(10)-7r«2 

Chen & Thy son (1971) ncr = 1.02(10r7rM1-68 

Narasimha (1985) na = 1.32(10)-7 7/«U8 

Walker & Gostelow (1990) nCT = 1.16(10)"7T«1'88 

Mayle (1991) ha = 4.74(10r87w''75 

TEST CASE feffV/U2 
feff, [HZ] Kff/Sxi 

Rolls-Royce (1%) 1.7(10)"4 4350 0.9 
Westin et al. (1.5%) 2.5(10)'4 1070 1.5 
Dyban & Epik (2%) 3.8(10)"4 2530 1.0 
Rolls-Royce (3%) 4.7(10)"4 850 1.6 
Rolls-Royce (6%) 5.6(10)"4 3440 1.7 

Tollmien-Schlichting 0.5(10)'4 — 6 

location where turbulent spots are produced, i.e., the beginning of 
transition. Substituting this into Eq. (3) and considering only flows 
with a zero pressure gradient, one obtains 

y(x) = 1 - exp-j --jj(x- x,) 

where U is the free-stream velocity and o-, as mentioned before, is 
Emmons' spot propagation parameter. This may be arranged into 
the dimensionless form given in Eq. (1), namely, 

7 = 1 - exp{-nrr (Rex - Rext)
2}; Rex > ReM 

by introducing a dimensionless spot production rate 

n = nv2/U} (4) 

where v is the kinematic viscosity. 
If it isn't already clear, n is a kinematic quantity—the number of 

spots produced per unit time per unit distance in the z direction. In 
other words, n is the frequency of spot production per unit span. 
Since it is likely that this frequency is related to the frequency 
within the free-stream turbulence which is amplified in the laminar 
boundary layer, we need to review the results of that theory briefly. 

Pretransitional Flow Theory 

A theory for unsteady flow in a laminar boundary layer preced
ing transition was recently presented by Mayle and Schulz (1997). 
As they showed, the appropriate equation for the kinetic energy of 
pretransitional fluctuations, called the laminar kinetic energy 
(LKE) equation, is 

dk dk du'fs d2k 
* T - + v — = u' ~i— + v T — j - ev (i 

dx dy dt Sy 

10 j 

0 

111 io-10 

Dhawan & Narasimha ^ p L / 
Narasimha <^PS* 

Walker & Gostelow > ' ^ C ^ / ^ 

P
R

O
D

U
C

T
IO

N
 F

 

10"11 

Chen & Thyson ^SM&P 

P
R

O
D

U
C

T
IO

N
 F

 

10-12 
• ^ r Data (see Mayle, 1991) 

0.001 0.01 

TURBULENCE LEVEL, Tu 
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where k is the kinetic energy, u'fs is the free-stream velocity fluctuation, 
and ev is the dissipation of laminar kinetic energy. The rest of the 
notation is standard, including the overbars, which refer to time-
averaged quantities. The terms on the right-hand side correspond to 
the production, diffusion, and dissipation of LKE, respectively. The 
production term, shown as the time average of the product of the 
velocity fluctuations in the boundary layer and the temporal derivative 
of those in the free stream, represents the work done on the fluctua
tions by the imposed fluctuating pressure forces. 

From dimensional considerations guided by the form of the 
production term, Mayle and Schulz reasoned that the production of 
LKE must be proportional tofeB'\/u'lft\/k, where, according to the 
ideas of Dullenkopf and Mayle (1995), /eff is the frequency of 
free-stream turbulence most effective in producing the fluctuations 
and W c / / is the turbulence intensity at that frequency. Conse
quently, the maximum production of k occurs for the frequency of 
free-stream turbulence that maximizes /effV«'eff. Reasoning that 
this frequency is near the dissipative range of the turbulence 
spectrum, Mayle and Schulz were able to obtained estimates for/cff 

and Vu'ltf. Presently, however, it is better to use the more recent 
and accurate results of Mayle et al. (1998). 

Using a unified expression for the spectrum of isotropic turbu
lence, Mayle et al. evaluated / r f fvVj f t for various turbulence 
Reynolds numbers and showed that its maximum always occurs 
near the frequency/ = 0.3{//2T7T/, where 17 is Kolmogorov's 
length scale (Hinze, 1975) defined by 

T) = (vVe) (6) 

Here, e is the dissipation of free-stream turbulent kinetic energy, 
which should not be confused with the dissipation of laminar 
kinetic energy e„ in Eq. (5). Therefore, the frequency of turbulence 
most effective in producing pretransitional boundary-layer fluctu
ations is 

fa= 0.3 W2vn (7) 

Since Kolmogorov's length scale is normally considered "very 
small," and therefore/eff expected to be "very high," it is enlight
ening to calculate some numbers. 

Forming the dimensionless frequency f^v/U1, one can show 
from Eqs. (6) and (7) that fBttv/U2 = 0.048v/{/ where v = (si^)"4 

is Kolmogorov's velocity scale. Values of v/U were calculated by 
Mayle and Schulz (1997) for the experiments of Dyban and Epiic 
(1985) and Rolls-Royce (1993). In addition, a value for the data of 
Westin et al. (1994), which Mayle and Schulz were unaware of at 
the time, is also included. These were used to provide the first five 
values of/otfv/[/2 shown in Table 2. In all cases, they are shown for 
the position corresponding to the plate's leading edge. Down
stream, they are somewhat smaller. In the test of Westin et al., for 
example, the value downstream where turbulent spots were first 
observed is about 1.9(10)~4. The value listed in the table for 
Tollmien-Schlichting is at the point of instability, which is always 
upstream of where natural transition begins. 

Since forced pretransitional fluctuations begin to grow where 
Rex «* (f<.ffV/U2)~' and initially grow linearly (see Mayle and 
Schulz), and since Tollmien-Schlichting instabilities initially grow 
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exponentially, it is important that the smallest value of ftSSvlU2 

listed in Table 2 is that for Tollmien-Schlichting. Otherwise tran
sition in each test would have occurred via the "natural" rather 
than "bypass" mode as observed. The actual values of the effective 
frequency are given in the second column of the table and, as seen, 
are neither outrageously high nor have any relation to the free-
stream turbulence level. 

An "effective" wavelength can be defined as /cff = L7/Ctf. Sub
stituting Eq. (7) for/rff yields 

10 

/eff = 2TTT)/0.3 « 2 1 T ) (8) 

which may also be expressed as la, ** 21iVu For zero-pressure-
gradient flows, it is then not too difficult to show that the ratio of 
this to the boundary layer thickness at the onset of transition is 
given by IJ8, = 4.2[v/Uy/Rta]~l. Evaluating this ratio for each 
test in Table 2 provides the values given in its last column. That 
given for Tollmien-Schlichting, however, corresponds to the 
wavelength of the most amplified instability. Clearly, the wave
length of turbulence that affects the velocity fluctuations in pre-
transitional flow is roughly equal to the boundary layer thickness 
at transition. One might also expect the "initial size" of a turbulent 
spot to be about the same. 

A Spot Production Theory for Bypass Transition 

Supposition and Theory. If/eff is the turbulence frequency in 
the free stream that most affects the velocity fluctuations in a 
laminar boundary layer preceding the onset of transition, it seems 
reasonable to suppose, unless there is an unproportional transfer of 
energy to another frequency, that one spot can be produced every 
l//„n seconds. If this is true, then the maximum number of spots 
that can form across the span of the flow during the time 1 lfat is 
the span divided by the initial size of a turbulent spot. This would 
imply that the flow at the onset of transition during this time would 
be fully turbulent and, while certainly statistically possible, it is not 
probable. The most probable situation, of course, since the flow at 
onset is still nearly laminar, is that the number of spots formed 
across the span must be some very small fraction of this. Recalling 
that the production rate of turbulent spots is the number of spots 
formed at the onset of transition per unit time per unit span, it is 
reasonable to consider then that 

/ef: (span/spot size) 
ftCC — — •— 

(1 //eff) x (span) (spot size) 

For now, and without any data indicating otherwise, it is also 
reasonable to consider the initial spot size proportional to one of 
the important length scales of the flow. As we have already seen, 
Tj, or what amounts to the same, Zcff, is one and S is another. Other 
length scales of the flow are v/U, all of the integral boundary layer 
thicknesses, which for zero-pressure-gradient flow are all propor
tional to S, and all the other turbulence length scales, both micro 
and macro, which as shown by Mayle et al. (1998) are all related 
by the turbulence Reynolds number to r/. Data are presently 
available, however, only to determine whether TJ, 8, or v/U is the 
important scale, and of these it was found that the boundary layer 
thickness at the onset of transition provided the best correlation. 

Substituting the boundary layer thickness at onset into the above 
expression, Eq. (4) yields 

n» 
/off" 

U2 

V 

U8,. 

/eff»A 1 

U2) Reei 

where the proportionality between the boundary layer thicknesses 
8, and 6, for zero-pressure-gradient flow has been used. Substitut
ing Eq. (7), using Eq. (6), and introducing Kolmogorov's velocity 
scale v = (ev)m, one obtains 

A = C(v/U) Re^1 

where C is a proportionality constant. 

(9) 

LU 
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Fig. 4 A correlation for the spot production rate 

A New Production Rate Correlation. In general, it would be 
best to compare Eq. (9) with data obtained from experiments in 
which both the streamwise distributions of intermittency and free-
stream turbulence were measured. It would also be best if the 
turbulence was isotropic. Then the spot production rate, actually 
na, and Rex, could be determined by fitting3 the intermittency data 
using Eq. (1), and for isotropic turbulence (see Hinze) v/U could 
be evaluated from 

3 d(Tu2) 

2 dRe„ 
(10) 

In addition, it would be good to have measurements of Re„ to 
check those obtained from Blasius' solution. 

Experiments providing at least an intermittency or free-stream 
turbulence distribution were conducted by Gostelow and Blunden 
(1989), Kuan and Wang (1990), Rolls-Royce (1993), and Zhou 
and Wang (1995). In each case, values of Reft were either reported 
or previously determined (Mayle, 1991). A plot of na versus 
(v/U)Re^ for these data is shown in Fig. 4. Since none of these 
investigators measured both intermittency and free-stream turbu
lence distributions, the data shown in the figure are "best" deter
mined for only one of the coordinates. However, each of these 
investigators did report enough data to reasonably calculate the 
other. Since Gostelow and Blunden measured intermittency distri
butions, no was obtained by fitting Eq. (1). The spot production 
rate for the others was obtained using Eq. (2) by equating the 
transition length to 1.27 times the distance between the minimum 
and maximum values of either the skin friction or heat transfer 
distributions. The 1.27 value was determined previously by 
Narasimha (1985). The free-stream turbulence for the Rolls-Royce 
data is well documented by Roach (1987), and the values of v/U 
have already been used for Table 2. Since Kuan and Wang and 
Zhou and Wang measured the free-stream turbulence distributions, 
v/U was obtained using Eq. (10) for their data. For Zhou and 
Wang's tests, however, only data for Grids 1 and 3 were used, 
since the data for their other grids exhibited a significant departure 
from being isotropic. Gostelow and Blunden, on the other hand, 
only reported free-stream turbulence levels at the leading edge of 
their plate. It was found, however, that their turbulence data could 
be fitted by Baines and Pederson's (1951) correlation using a 
somewhat smaller coefficient than the one suggested. The values 
of v/U for Gostelow and Blunden's data were then obtained from 
Eq. (10) using this fit. 

The best method of doing this was first presented by Narasimha (1957). It is also 
presented in Appendix B of the author's 1991 review paper. 
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thickness, the theory and the correlation given by Eq. (11) just 
might be more generally valid. 

An interesting by-product of this work is that a lower limit 
for the turbulence level causing bypass transition can now be 
established. Referring back to the discussion of Table 2, if the 
Tollmien-Schlichting frequency is the lowest effective fre
quency for bypass transition, then bypass transition occurs 
when 

(/>/£/2)Bypass & ( / > / £ / 2 ) r e = 5(10) ~5 

where the numerical value has been taken from Table 2. Using 
Eqs. (6) and (7) and the relation e = \5VU']JA2, this may be 
rewritten as 

(Tu) Bypass : 5.3(10)' (13) 

Considering ReA = 50, which is a reasonable value for the lower 
free-stream-turbulence levels generated by grids (see Fig. 5), 
Eq. (13) provides the very plausible value of (Tu)Byfam > 0.4 
percent. 

The theoretical result given in Eq. (9) is also shown in Fig. 4. 
Considering the difficulties in evaluating either fla or (u/(7)Re^t

1, 
the agreement is quite reasonable although the data (which is for 
Tu greater than 1 percent) exhibit a slightly larger slope. The best 
fit to the data is given by 

fla = 3.2(10)~6(v/U) Re8 (11) 

This expression can be rearranged in terms of the free-stream-
turbulence level and length scale if one is willing to accept the 
correlation shown in Fig. 2. Using v - (ev)m and e = 15 vu'pX2, 
where A is Taylor's microscale of turbulence (Hinze, 1975), to
gether with the correlation yields 

na = 2.8(10) "77w' (12) 

where Rex = Vw'jU/v is the turbulence Reynolds number. This 
relation is plotted in Fig. 5 for ReA = 50, 100, and 200, which 
should cover the Reynolds number range for grid-generated tur
bulence. Except for the data of Rolls-Royce and Zhou and Wang, 
the data in this figure are the same as those given in Fig. 3. The 
data used to establish Eq. (11) have been highlighted with filled 
symbols. While this comparison shows that the data scatter could 
be an effect of turbulence length scale, it should be remembered 
that Eq. (12) depends on the correlation given in Fig. 2 and 
therefore should not be used until experimentally verified. 

Conclusions 
A theory has been presented for predicting the production rate of 

turbulent spots in bypass transition. The theory depends on the 
concept of an effective frequency previously developed in a series 
of papers by Dr.-Ings. Dullenkopf and Schulz and the author 
(Dullenkopf and Mayle, 1995; Mayle and Schulz, 1997; Mayle et 
al., 1998), by relating the frequency of spot formation to the 
effective frequency of the free-stream turbulence for fluctuations 
in pretransitional flow. In particular, we found 

na = C(v/U) Ree,1 

which correlates spot production rate data quite well when C = 
3.2(10)~6. The weakest link in the theory has to do with the initial spot 
size. Without any data indicating otherwise, it was taken proportional 
to the boundary layer thickness at the onset of transition. 

Although the theory was developed for zero-pressure-gradient 
flow, it should be compared to data for other pressure gradients. A 
quick look into Schlichting (1979) will show that the ratio of 
momentum thickness to boundary layer thickness is nearly con
stant for flows over a wide range of pressure gradients. Therefore, 
if the initial spot size is indeed proportional to the boundary layer 
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A Prediction Model for 
Separated-Flow Transition 
The present study formulates an improved approach for analyzing separated-flow tran
sition that differentiates between the transition process in boundary layers that are 
laminar at separation and those that are already transitional at separation. The paper 
introduces new parameters that are necessary in classifying separated-flow transition 
modes and in accounting for the concomitant evolution of transition in separated shear 
layer and the average effect of periodic separation bubble build-up and vortex shedding. 
At least three separated-flow transition modes are positively distinguished: (a) transi
tional separation, with the transition starting upstream of the separation point and 
developing mostly as natural transition, (b) laminar separation/short bubble mode, with 
the onset of transition induced downstream of the separation point by inflexional insta
bility and with a quick transition completion, and (c) laminar separation/long bubble 
mode, with the onset of transition also induced downstream of the separation point by 
inflexional instability, and with the transition completion delayed. Passing from one mode 
to another takes place continuously through a succession of intermediate stages. The 
location of maximum bubble elevation has been proved to be the controlling parameter for 
the separated flow behavior. It was found that, downstream of the separation point, the 
experimental data expressed in terms of distance Reynolds number Rex can be correlated 
better than momentum or displacement thickness Reynolds number. For each mode of 
separated-flow transition, the onset of transition, the transition length, and separated flow 
general characteristic are determined. This prediction model is developed mainly on low 
free-stream turbulence flat plate data and limited airfoil data. Extension to airfoils and 
high turbulence environment requires additional study. 

Introduction 

The typical structure of a two-dimensional laminar boundary 
layer separation bubble, as described by Horton (1968), consists of 
an initial "dead" air region containing slow-moving fluid, followed 
by a reverse flow vortex. The extent of the recirculation region is 
bounded by a separation streamline, which rises away from the 
surface at separation (xs) and rejoins the wall after the boundary 
layer undergoes laminar-to-turbulent transition. Downstream of 
the separation location, due to the inherent instability of the sep
aration velocity profile, a hydrodynamically unstable, laminar free 
shear layer develops. The free shear layer undergoes transition to 
turbulence from x, to xT. The turbulent part of the shear layer 
entrains higher momentum fluid from the free stream at a higher 
rate than the laminar shear layer and the turbulent shear layer 
reattaches atxR. On an airfoil, at high Reynolds numbers and small 
attack angles, the extent of a laminar separation bubble, if it exists, 
is typically small, of the order of 1 percent of the airfoil chord 
(Tani, 1964). The slight change in the pressure distribution due to 
the separation bubble existence has a negligible effect on the 
forces acting on the surface. With an increase of incidence angle or 
a reduction in speed, the shear layer may fail to reattach and the 
short bubble may "burst" to form either a closed long bubble, or an 
unattached free shear layer. The pressure distribution associated 
with a "long" bubble is different from that of the inviscid flow, and 
the forces acting on the airfoil are therefore changed. Bubble 
bursting creates a significant increase in drag and an undesirable 
change in pitching moment. 

Recent studies (Malkiel and Mayle, 1996; Hazarika and Hirsch, 
1997) have provided basic information about how transition orig
inates and develops in separated boundary layers. It is commonly 
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Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine 
Institute February 1998. Paper No. 98-GT-237. Associate Technical Editor: R. E. 
Kielb. 

accepted that the detached laminar shear layer is inherently unsta
ble and promotes the growth of disturbances, leading to an earlier 
laminar-to-turbulent transition. The separated-flow transition may 
or may not involve linear instability of the Tollmien-Schlichting 
(TS) type. 

Critical studies of transitional phenomena in compressors and 
gas turbine engines were presented in the review papers of Mayle 
(1991) and Walker (1993). They have given an overview of the 
recent developments, prediction methods, and their applications to 
the design of engine components. The papers have identified the 
limitations of the actual predictions for separated-flow transition 
and emphasized the necessity of improving the modeling of tran
sition in separated flow to allow the full application in modern 
numerical codes. They have shown that there is no complete model 
to describe the overall process without contradicting some of the 
frequently observed features. For example, most of the models 
predict a monotonic decrease in separated-flow transition length 
with an increase of the adverse pressure gradient, which is not 
always true. The current level of understanding does not allow for 
precise prediction of the transition onset and transition length and 
does not explain how the bubble existence mode is related to the 
transition mechanism in the separated shear layer. The prediction 
schemes used in numerical codes that are based either on empirical 
correlations or on the e" amplification model are not generally 
applicable for all separated flow transition modes and they can 
give misleading results. A fully satisfactory method for predicting 
the characteristics of separation bubbles and the bubble bursting 
process is still in development. As long as the fundamental phys
ical mechanisms associated with transition in separated boundary 
layers are not well understood, one is facing the difficulty of 
identifying the bubble type and distinguishing the separated-flow 
transition modes. 

The conventional definitions for long and short bubble are 
ambiguous; they have been based either on the physical length of 
the bubble or on their effect on the main flow inviscid pressure 
distribution. It has never been clear how long the extent of a bubble 
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length must be or how much the pressure distribution must deviate 
from the prescribed one in order to characterize a bubble as "long." 
Contrary to the conventional methods, this study proposes to 
distinguish short and long bubbles based on the separated flow 
structure and vortex dynamics. 

Glossary 

A thorough description of the separated-flow transition requires 
specific notations that are necessary for identifying the effects of 
different phenomena involved. The notations and the terminology 
used in the following analysis are defined below. 

• The onset of transition (x,) is defined as the location where 
the intermittency factor T > 0; the global flow structure of the 
boundary layer, or of the separated shear layer, deviates from the 
laminar behavior, and the dissipation spectrum shows an increase 
in magnitude at selective frequencies (Hatman, 1997). 

• The early transition region represents the early portion of the 
transition process, characterized by strong turbulence production 
in the mean flow direction and cross-stream Reynolds transports, 
and by drastic changes in all variables. 

• The midtransition point (x„max) establishes the border be
tween early and late transition, and is identified as the location of 
maximum rms streamwise fluctuations in the boundary layer. Kuan 
and Wang (1990) determined that it corresponds to an intermit
tency factor of about 0.7. 

• The late transition region is the late portion of the transition 
process, characterized by weaker turbulence production, stronger 
dissipation, and redistribution of turbulence energy toward equi
librium and isotropic turbulence. In this region, («') decreases 
asymptotically toward the fully turbulent flow value. 

• The end of transition (xT) is defined as the location where 
the intermittency factor T = 1; the global behavior of the boundary 
layer or of the separated shear layer matches that of a fully 
turbulent flow. 

• The separation point (xs) represents the location where the 
boundary layer detaches from the wall. 

• The maximum displacement location (xMD) is the location 
where the time-averaged height of the separation bubble attains for 
the first time a maximum value. It is believed to coincide with the 
averaged location of reverse flow vortex shedding. 

• The first reattachment point (xRl) is defined only for long 
bubbles as the unsteady region in which the periodic inflow toward 
the wall between two shedding vortices locally modifies the mean 
velocity profile into a reattached-like flow. 

• The reattachment point (xR) is the time-averaged location 
where flow rejoins the surface. 

The separation bubble types are defined by the flow regime at 
the separation location. A laminar separation bubble is defined as 
a separation that occurs in the laminar or pretransitional flow, xs < 
x,. A transitional separation bubble is defined as a separation that 
occurs downstream of the onset of transition, xs > xt. 

Separated-Flow Transition Primary Modes 
The proposed approach in modeling separated-flow transition is 

based on the assumption that the transition to turbulence in sepa
rated boundary layers is a result of the superposition of the effects 
of two different types of instability: Kelvin-Helmholtz (KH) in
stability and Tollmien-Schlichting (TS) instability. 

The first type of instability can be associated with the separated 
laminar shear layer and the near-wall low-speed flow, which can 
be regarded as an antisymmetric mixing layer and is inflectional 
unstable (Morkovin, 1991), and can be identified with Kelvin-
Helmholtz instability. It occurs and develops at a specific location 
downstream of the separation point, and is traceable to the pres
ence of a maximum of mean vorticity within the shear layer. The 
mechanism of vortex evolution is primarily inviscid, even if the 
viscosity acts to diffuse zones of concentrated vorticity. 

For relatively large Reynolds numbers and mild adverse pres
sure gradients, the start of transition is likely to precede separation, 
being induced by the Tollmien-Schlichting instability mechanism. 
For this second type of instability, any initial disturbance is ad
verted by the flow as it is amplified and interacts with the inflec
tional instability. 

The predominance of one type of instability or another deter
mines the modes of separated-flow transition. The proposed clas
sification of the separated-flow transition modes considers the 
location of separation relative to the onset of transition, the suc
cession of instabilities, and their mutual interactions. 

The analysis of the low free-stream turbulence intensity (Tu = 
0.3 to 0.6 percent) data of Hatman (1997) and partially presented 
by Hatman and Wang (1998a, b, c) led to the observation that the 
location of maximum bubble elevation (xMD) is the key parameter 
for correlating the separated-flow transition. Using this parameter, 
specific regions were delineated for each mode of the separated-
flow transition. It was observed that the boundary layers, that 
separate in a laminar state behave differently from those that are 
already transitional or highly unstable (pretransitional) at separa
tion. At least three primary separated-flow transition modes were 
positively distinguished. In this study, they are defined as transi
tional separation mode, laminar separation/short bubble mode, 
and laminar separation!long bubble mode. 

A detailed description of each primary mode is given below. 
The vortex dynamics associated with the three primary modes is 
presented by Hatman and Wang (1998c). 

Transitional Separation. The transitional separation mode 
occurs when the boundary layer separation takes place at relatively 
high Reynolds numbers and low adverse pressure gradient 
strength. The onset of transition takes place prior to boundary layer 
separation and the early transition is similar to the natural transi
tion in attached boundary layers. The late transition is affected by 
the addition of KH instability and near-wall fluid ejection (see 
Hatman and Wang, 1998c). The transitional separation bubble can 
be accompanied by vortex shedding. 

The characteristic regions of the transitional separation mode 

Nomenclature 

K = (v/Ui)(dUJdx) = pressure 
gradient parameter 

Re, = U^xlv = local Reynolds num
ber 

ReS2 = U„82lv = momentum thick
ness Reynolds number 

Tu = free-stream turbulence intensity 
U = mean velocity in streamwise 

direction 
x, y = coordinates in streamwise and 

cross-stream directions 
T = turbulent intermittency 

8 = boundary layer thickness 
S, = displacement thickness 
82 = momentum thickness 
v = kinematic viscosity 

A62 = (8l/v)(dUJdx) = pressure 
gradient parameter 

Subscripts 

att = attached flow 
cr = critical value, from linear insta

bility 
LT = (xT — x,) = transition length 

MD = maximum displacement 
R — reattachment 

Rlt R2 = first and second reattachments 
(long bubbles) 

S = separation 
t = onset of transition 
T = end of transition 

"max = mid-transition point, where u' 
reaches maximum 

o> = free stream 
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are presented in Fig. 1. The first region [0, x,], characterized by 
attached, stable, laminar flow is followed by natural transition, 
which starts in the attached boundary layer. Between (x,) and 
(xs), the two-dimensional Tollmien-Schlichting (TS) instability 
waves develop, the spanwise three-dimensional waves evolve, 
break down, and eventually turbulent wave packets form. In the 
third region, [xs, xMD] or [xs, x„.max], the turbulent wave packets 
spread within the detached shear layer. The early transition takes 
place more slowly than would be expected for the overall adverse 
pressure gradient flow condition, due to the reduction of adverse 
pressure gradient induced by the deflection of the shear layer. 
Downstream of xs, the Kelvin-Helmholtz (KH) instability also 
sets in; the roll-up vortex periodically forms, grows, pairs, and 
finally interacts with the wall. Due to the vortex-wall interaction 
process, the near-wall fluid is ejected into the free stream and large 
eddies are released into the shear layer. The entire detached shear 
layer oscillates due to the periodic bubble "breathing." The 
ejection-shedding process takes place at the average maximum 
displacement location. For transitional separation mode, the max
imum displacement location (xMD) was observed to be coinciden
tal with the midtransition point, (Jc„'mM). In the fourth region, 
[x»'max, xT] or [JCMD, XK], the interactions between the transitional 
shear layer and the periodically ejected turbulent fluid accelerate 
the coalescence into turbulence, resulting in a short late transition 
region. Besides the increased turbulent mixing, the periodic ejec
tions and subsequent sweeping of upstream flow forces the shear 
layer to reattach. In general, the xT occurs downstream of reat
tachment in the immediate neighborhood of xR. 

For relatively moderate adverse pressure gradients of this mode, 
the shear layer remains attached and a nonequilibrium turbulent 
boundary layer results downstream of the reattachment point (x«). 
The location for the end of transition varies from case to case; 
however, (xT) is always situated relatively close to the reattach
ment point. 

Laminar Separation/Short Bubble Mode. The laminar 
separation/short bubble mode occurs at moderate Reynolds num
bers and mild adverse pressure gradients with the onset of transi
tion induced downstream of the separation point by inflexional 
instability at a location coincidental with that of the maximum 
displacement of the shear layer. It is characterized by a quick 
transition completion due to a complex interaction between the 
separated shear layer and the reverse flow vortex. The laminar 
separation/short bubble mode is characterized by distinctive vortex 
shedding. For laminar separation, (both short and long bubble 
modes, Figs. 2 and 3) the first region, [0, xs], characterized by 
attached laminar flow, is followed by detached laminar shear layer, 
[xs, x,] or [xs, xMD]. Close to the separation location, low-
frequency oscillations, mainly induced by the downstream periodic 
bubble "breathing," which are not subject to amplification, are 
dominant. Instability waves of the TS type, initiated upstream of 
the separation point, may still be present within the detached shear 
layer. The data of Hatman (1997) have shown that in some laminar 
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Fig. 2 Time-averaged representation of laminar separation/short bubble 
mode 

separation cases the TS instability waves are damped out, whereas 
in other cases they continue to be amplified. This suggests a 
continuous succession of stages between the transitional separation 
mode and the laminar separation mode. 

After the laminar shear layer detaches, the KH instability sets in. 
The onset of transition (x,) is observed to be situated close to the 
location of the maximum bubble elevation (JCMD) where the 
ejection-shedding process takes place. The transition in laminar 
separated boundary layers is characterized by a short early transi
tion region, [x„ * , J or [xMD, xR], This early transition is 
shortened by the periodic ejection of turbulent fluid from the 
recirculating region into the detached shear layer. For a bubble in 
the short mode, characterized by relatively moderate adverse pres
sure gradient, the vigorous mixing in the region of maximum («') 
leads to reattachment. 

In other words, since the adverse pressure gradient is not strong 
in the laminar separation/short bubble mode, the high rate of 
turbulence production and the ejection-shedding process are suf
ficient to bring in more momentum to overcome the adverse 
pressure gradient and force the reattachment of the shear layer. The 
coalescence into turbulence takes place within the reattaching 
boundary layer, resulting in a short late transition region. 

The laminar short-bubble mode is the only mode that can be 
reasonably well predicted by the "instantaneous transition" models 
(Horton, 1968; Roberts, 1980; Mayle, 1991). Many previous stud
ies did not distinguish transitional separation from the laminar 
separation/short bubble mode. Their global configuration is similar 
but the turbulent flow structures are very different. This lack of 
understanding has caused confusion in interpreting data and hin
dered progress in developing an effective prediction model. 

Laminar Separation/Long Bubble Mode. When the laminar 
boundary layer separation takes place at low Reynolds numbers due 
to strong adverse pressure gradients, the shear layer may fail to remain 
reattach and the laminar separation!long bubble mode is likely to 
occur. The first part, up to start of transition (x, = xMD), of a long 
bubble is identical to that of a short bubble. The onset of transition is 
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also induced downstream the separation point by inflexional instabil
ity and ejection process. However, the laminar separation/long bubble 
is no longer accompanied by vortex shedding. 

The mixing in the region of maximum u' and the high rate of 
momentum transport inward and toward the wall leads to the first 
"reattachment" type behavior (*«,). Due to the relatively lower 
local Reynolds number and stronger adverse pressure gradient 
(compared to a bubble in the short mode), the mixing is reduced 
and the shear layer fails to remain attached; the bubble then 
"bursts" and a "long bubble" results. Due to the low-Reynolds-
number effect, the transition completion is delayed, resulting in a 
long late transition region. Finally, the coalescence into turbulence 
forces the turbulent reattachment and a closed long bubble results. 
For very strong adverse pressure gradients, the bubble may never 
close. 

The passage from the transitional separation mode to the lami
nar separation modes take place gradually through a succession of 
intermediate stages dominated by one mode of transition or an
other. The separation bubble's type and structure are mainly de
termined by the conditions at separation. Downstream of separa
tion, conditions (e.g., abrupt variations in pressure gradient 
distribution) may alter some features of the primary modes, lead
ing to some confusion in determining the bubble type. 

For example, a laminar bubble in the long mode can be "forced" 
short in terms of the physical length by suppressing the adverse 
pressure gradient downstream of the first reattachment. A shorter 
separation region will result, but the absence of the vortex shed
ding nullifies the classification of this separation bubble as short 
since the flow structure characteristic for a bubble in the long mode 
is preserved (see Hatman, 1997, and Hatman and Wang, 1998b, for 
details). 

nomenon can be correlated with the streamwise distance, x, but not 
necessarily strongly correlated with 8, and 82, which are produced 
by the wall viscous effect. 

Separation Reynolds Number. The prediction of a precise 
location for the onset of separation frequently presents difficulty 
unless separation occurs at a discontinuity in surface slope. In the 
boundary layer theory, the laminar boundary layer is amenable to 
mathematical treatment and the characteristics of laminar flow can 
be predicted to a high degree of accuracy. The zero wall shear 
stress condition has been adopted as an unambiguous laminar 
separation criterion; however, it becomes more difficult to use in 
more complex flows, or in dealing with experimental data, when 
the separation point is unsteady and the average velocity profile 
does not have zero gradient at the wall. Several simple approaches 
exist for determining the location of laminar separation. Mayle 
(1991) recommended the Thwaites value: AS2S = Re^s^s = 
— 0.082. The method for determining the separation point location 
for the present experimental data was described by Hatman and 
Wang (1998a). 

In Fig. 4, besides the present data, the two series of experimental 
results of Gaster (1967) were considered. Gaster's results were 
reported in terms of A82S, which provided an indirect evaluation 
for the velocity gradient at separation (dUJdx)s, as it was deter
mined by Gaster. The velocity gradient at separation was also 
checked using Gaster's pressure distribution results, and subse
quently used to calculate the local pressure parameter Ks. This 
procedure provided consistency in evaluating Ks for all different 
sets of experimental data considered. A new correlation, in terms 
of Ks and Re,.„ valid for all separated-flow transition modes, was 
generated by fitting the experimental results for separation on a flat 
surface: 

Prediction Model 
In the following analysis, besides the authors' data, other 

groups' experimental data sets were considered. A difficulty arose 
in attempting to use data coming from a variety of sources because 
not only the reported final results were to be used, the information 
had also to be derived from the velocity profiles and pressure 
distributions in a consistent manner for all the analyzed cases. This 
was a tedious process, which was also susceptible to uncertainties 
resulting from data interpretation. 

Data for boundary layer separation over flat plates (the present 
data and Gaster's Series I and II) represent the core of the present 
model; however, several other data sets for airfoils have also been 
considered. Except otherwise noted, the correlations developed are 
mainly based on flat plate data. The cited data of Hoheisel et al. 
(1984) and Brendel and Mueller (1987) were adopted from what 
was presented by Walker (1989). 

To investigate the effects of the streamwise pressure gradients 
on transition, the following analysis considers the local value of 
the nondimensional pressure gradient parameter K. 

The K parameter is more convenient to use than the Pohlhausen 
pressure gradient parameter: AS2 = (82

2/v)(dUJdx). The main 
inconvenience in using the Pohlhausen parameter as separation 
and transition indicator resides in the difficulty of accurately 
evaluating the growth of the momentum thickness for the sepa
rated boundary layers. The boundary layer growth depends on the 
actual pressure distribution, which can be altered by the separation 
in an undetermined fashion. 

The velocity profile inside the recirculating region is highly 
uncertain; therefore, the integral parameters are usually determined 
in the assumption of zero mass flux across the dividing streamline. 
Due to the high uncertainty in determining 8, and 82 (see Hatman 
and Wang, 1998a), the analysis will be mainly conducted in terms 
of length Reynolds numbers, Re,. 

The usage of Re, as correlating parameter is further justified by 
the inviscid nature of KH instability, which requires a certain 
length of the separated shear layer to develop, regardless of the 
presence of the wall. Therefore, the KH instability triggered phe-

Re„ = 5750 - 215,000/(tfs X 106) - 45 ,500 / (^ X 106)2 

- 5150l(Ks X 106)3 - 250/(Ks X 106)4. (1) 

Analyzing each case, all the data that can be defined as 
laminar separation/long bubble mode (including the bubbles 
"forced" short) lie in the strong adverse pressure gradient 
region defined by Ks < - 1 . 3 X 10~6 and Re,s < 2.05 X 105. 
The data for the transitional separation mode lie in the region of 
mild adverse pressure gradient defined by Ks > —0.3 X 10~6 

and Re,s > 4.5 X 105. It must be noted that the characteristic 
{Ks — ReM) domains for the laminar separation with dominant 
transitional behavior (xs < x, < xMD, see Hatman and Wang, 
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1998a, b) and laminar separation/short bubble mode can not be 
strictly delineated. 

The data for laminar separation/short bubble mode cases and for 
the bubbles in the intermediate stages are apparently randomly 
distributed in the region defined by 2.05 X 105 < Re„ < 4.5 X 
10s and - 1 . 3 X 1(T6 < Ks < - 0 . 3 X 10"6. There is an 
ambiguous region in which both the inviscid inflexional mode 
instability and the TS originated instability may equally affect the 
start of transition. The overlapping band comprises the intermedi
ate stages, from the transitional separation, which originates very 
close to the separation point, to the laminar separation, for which 
the effect of TS instability waves is still significant. 

If ReS2S is used as a criterion (see Fig. 5), the laminar separation 
cases (both long and short modes) are characterized by Re52S < 
320. 

The transitional separation mode cases and the laminar separa
tion cases with dominant transitional behavior are characterized by 
Re62S > 320. 

Note that both Re, and Re^ correlate well the data at the 
separation point. However, in Fig. 4 the Ks-RexS domains for the 
laminar short bubble mode and for the intermediate stages can not 
be distinguished, while in Fig. 5 Re82S shows a clear delineation 
between them. For locations downstream of the separation point, 
after that the KH instability has set in, Re62s no longer correlated 
the data well. Therefore, all the correlations in the rest of this paper 
were developed in terms of Re,. 

Maximum Displacement Location Reynolds Number. As 
shown in Fig. 6, for all separated-flow transition modes, the 
Reynolds number based on the local free-stream velocity and the 
streamwise location of the maximum bubble elevation, can be 
empirically determined by a linear correlation which relates Re,MD 

to the Reynolds number at separation, Re,s: 

10 

ReXMD = 1.0816 Re,s + 26,805. (2) 

It was explained by Hatman and Wang (1998b, c) that the 
maximum displacement was caused by fluid ejection from the 
near-wall region due to the viscid-inviscid interaction between the 
wall and the shear layer roll-up vortices originated from KH 
instability. 

The correlation (2) is independent of the local pressure gradient 
strength and satisfies not only the data obtained on flat surfaces but 
also data for leading edge separation on airfoil surfaces. The 
pressure gradient effect seems implicitly absorbed in the U„x 
product. A plausible explanation would be that the rate of growth 
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of the KH instability is related to the cross-stream velocity gradi
ent, which in turn is related to the development of the shear layer 
as a function of the distance from the origin. The streamwise 
pressure gradient affects the growth rate and affects the local 
cross-stream velocity gradient, which is scaled with the shear layer 
width and the local velocity. Therefore, it seems that Re, proves to 
be a good scaling parameter. 

Reattachment Location Reynolds Number. Determining 
the reattachment location is essential in distinguishing between 
long and short bubbles. 

The second reattachment of a long bubble can be evaluated 
easily from the pressure distribution data. Determining the location 
of the first reattachment is not an easy task without detailed 
boundary layer measurements and cross-checking with other flow 
characteristics such as mean and rms velocity profiles, as detailed 
by Hatman and Wang (1998a). Knowing the location of the first 
reattachment is of practical interest because it is characterized by 
very high velocity fluctuations in the near-wall region and in
creased local mixing. 

The evolution of Re„, Re,sl, and Re,R2 versus Re,s is shown in 
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Fig. 7. The data for the second reattachment of long bubbles RetB2 

show a large scatter, while the short bubbles' reattachment ReXR 

and the long bubbles' first reattachment Re,B, seem to have similar 
behaviors and correlate well by a linear relation: 

Re„ 1.0608 Re« + 34,890 (3) 

This correlation cannot be applied for the (second) reattachment 
Re.(B2 of the long bubbles. The amount of documented Re,„2 data 
was insufficient for an attempt to correlate them. 

Another linear empirical correlation for Rexslll can be also 
determined in terms of Reynolds number at the maximum dis
placement location by fitting the actual data (see Fig. 8): 

Re„ , ,= 1.0005 R e ^ - 7 5 3 5 (4) 

Equation (4) represents well flat plate data as well as the 
available ReXB B1 airfoil data from the set considered in this study. 
Equation (4) is slightly different from the equation (not shown) 
that can be obtained by combining Eqs. (2) and (3). It fits the data 
better, especially in the high-Reynolds-number range, Re,„D > 
6 X 105. 

The separation bubble in transitional separation mode is char
acterized by a local steep decrease in the free-stream velocity 
between (xMD) and (jtR). Thus, for the transitional separation 
mode, the Reynolds number at maximum displacement location 
(ReXMo) o r even the Reynolds number at separation (Re,s) may 
have a higher value than that of the Reynolds number at reattach
ment (Re,„), which is obviously located downstream. This situa
tion is possible when the rate of increase in x is lower than the rate 
of decrease in velocity over the same length, such that there is a 
local maximum in the Reynolds number distribution. Figure 9 
shows three different flow configurations with simple pressure 
gradient distributions, (b) and (c) having Re,„ < Rew. 

For a constant-AT flow, as shown in Fig. 9(a), Rex monotonically 
increases with x and always Re,R > Re,s. When the constant-A" 
flow region is preceded by a zero pressure gradient starting length, 
as in Fig. 9(b), the situation of Re,B > Re,„ may occur. 

The present data were taken in conditions similar to Fig. 9(b). 
An example of flow with continuous Reynolds number distribu
tion, which shows a maximum value is shown in Fig. 9(c). A flow 
with linear velocity drop leads to a parabolic Reynolds number 
distribution, which makes the ReAB > Re^ condition possible. 

As the separation Reynolds number is reduced and the overall 
adverse pressure gradient increases, the potential of having Re^ < 
Re,MD diminishes for laminar separation bubbles. The experimental 
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data for laminar long bubbles, with the highest adverse pressure 
gradients and lower separation Reynolds numbers, show a differ
ent behavior, with ReVB > Rexs and ReXR > Re,MD. 

Prediction of the Onset of Transition. The main difficulty in 
predicting separated-flow transition lies in accurately determining 
the onset of transition, because there is no general valid relation for 
all separated-flow transition modes. 

One way to handle the situation is to use different correlations 
for each mode of transition. One could predict reasonably well the 
onset of transition in the transitional separation mode independent 
of the conditions at separation by using one of the existing models 
for transition in attached adverse pressure gradient flows. 

Based on Hatman and Wang's data (1998a, b), the onset of 
transition for laminar separation modes coincides with the location 
of maximum displacement, Re„ = Re_,MD. 

Thus, for laminar separation, both short and long bubble modes, 
the onset of transition depends only on conditions at the separation 
location and can be determined using Eq. (2) for ReXMD = f(Rexs). 

Prediction of the Midtransition Point. Figure 10 presents 
the available experimental results for the midtransition point (de
fined as the location where maximum u' occurs) in separated-flow 
transition as ReA0O,ml versus Re,,. They can be correlated by a 
linear relationship: 

Re,, 1.3633 Re, - 65846 (5) 

Prediction of the End of Transition. Once the onset of 
transition is determined, the end of transition can be calculated 
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using the Cebeci correlation for the transition length (based on 
Chen-Thyson intermittency formula and presented by Walker, 
1989): 

Re 'LT CRe°;67; C2 = 213[logRe,, - 4.7323] (6) 

As a result of interpolating the experimental data analyzed in the 
present study, and presented in Fig. 11, an alternative, simpler, 
linear relation is proposed: 

Re = 1.193 Re, - 393 (7) 

The differences between the Re„ values predicted by Eqs. (6) 
and (7) are within 3 percent. Both correlations predict the end of 
transition reasonably well for all the separated-flow transition 
modes. The correlation (7) satisfies the data obtained on flat 
surfaces, as well as on airfoils. 

With the onset and end of transition predicted, the transition 
length can be determined. Most of the existing models predict a 
monotonic decrease in separated-flow transition length with an 
increase of the adverse pressure gradient, which is not consistently 
supported by the experimental data. It can be seen in Fig. 12 that 
there is an increase in transition length for the bubbles in the 
laminar separation/long mode in the low-Reynolds-number region 
when the high adverse pressure gradient effect is seemingly over
come by the low-Reynolds-number effect. 

Procedure for Predicting Separated-Flow Transition. 
Based on this analysis, a summary of the observed features for 
each mode of separated-flow transition is presented in Table 1, and 
a new approach for predicting the separated-flow transition is 
proposed below: 

(0 For a specific flow configuration, determine the separation 
location using Eq. (1) or the separation criterion given by 
Mayle (1991): AS2S = Res

2
2, Ks = -0 .082 . One may 

also apply any other established model for calculating the 
laminar separation bubbles in two-dimensional incom
pressible flows. 

(i() Based on the conditions at separation Re„ and Ks: 
• evaluate the transition mode using the conditions in 

Table 1; 
• determine the maximum displacement location Reyn

olds number ReiMD using Eq. (2); 
• evaluate the reattachment Reynolds number (Re,s) or, 

for the long bubbles, the first reattachment Reynolds 
number (Re,RI) using Eq. (3) or (4). 

(HI) Determine the onset of transition (Re„..„) using any es
tablished model for attached flows in adverse pressure 
gradient conditions (for example, Walker, 1989, 1993). 

0'v) Compare (Re,,i011) to (Re,MD): 
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Fig. 12 Transition length Reynolds number 

• if (Re,,illtt) < (Re,MD), assume transitional separation 
mode and let (Re,,) = (Re,,.,,); 

• if (Re„M1) > (Re,MD), assume laminar separation 
mode and let (Re,,) = (Re,MD). 

(v) Determine the midtransition point using Eq. (5) and the 
end of transition using Eq. (7) or Cebeci correlation, Eq. 
(6). 

General Discussion of Separated-Flow Transition in 
Constant-AT Flow Configuration. The study of separated-flow 
transition cannot be easily handled in a general manner as long as it 
involves a large number of variables. When the simplified case of 
constant-.^ flow is considered, an analysis of the separated-flow 
transition, the phenomena involved and their mutual interactions can 
be more easily realized, although decelerating constant-Tf flow is not 
common in real applications except in straight-wall diffusers. 

For a constant-A- flow, Eqs. (2) and (3) can be modified in terms 
of K, by using relation (1) in the assumption that the local pressure 
gradient parameter K at the separation point is the same with the 
overall pressure gradient for the entire flow (Ks ~ K). (Note that 
the local K value will be modified by the separation.) 

The curves Re,s = f(K), Re,MD = f(K), and Re„ = f(K) are 
presented in Fig. 13. In addition, Fig. 13 includes: (a) the curve for 
the critical Reynolds number, Re,c, = f(K), from linear instability 
analysis in adverse pressure gradient, (b) the empirical curves for 
the onset and end of transition Reynolds numbers Re,, = f(K) and 
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Re,T = f(K) in attached flows as presented by Mayle (1991), and 
(c) the curves for the onset and end of transition in separated flow 
determined from the correlations developed in this study. 

Considering a straight wall diffuser, with a fixed AT-value, the 
boundary layer flow evolution along the wall can be represented in 
Fig. 13 by a vertical line at that specific A"-value. It can be seen that 
two conditions are present for a constant-^ flow configuration. 
First, the laminar separation does not occur for low adverse pres
sure gradients because, in terms of local Reynolds numbers, the 
transition is likely to be completed before the laminar boundary 
layer separates. This aspect can be seen on the right of point 1 
where the end of transition curve for attached flow occurs up
stream of the separation curve ReM. Recall that in a constant-K 
flow Reynolds number increases monotonically, so that if Re,s > 
Re„ „„ it implies that xs > x,. The dotted curve of Re„ should not 
exist above the Re„ a„ curve because in turbulent flow the condition 
for separation given by Eq. (1) is not applicable. 

Second, the laminar separation/short bubble mode is not achiev
able in a constant-A' flow. Only the intermediate stages with a 
significant contribution of the TS instability may take place. The 
laminar separation/short bubble mode can be generated only in 
flows with variable K distribution, in which the laminar separation 
can be induced upstream of the transition onset. 

In many previous experimental studies it was reported that the 
bubble "bursting" process was characterized by a sudden drastic 
change in the separated flow behavior with a relatively small 
increase in the adverse pressure gradient. In Fig. 13, the only 
apparent "discontinuity," which may correspond to a sudden 
change in separated flow behavior, occurs when the curve for the 
onset of transition in attached flow (induced by TS instability) 
intersects the separation curve (point number 2 on the diagram). 
Within a narrow range of K values, —1.7 X 10 ~6 < K < 
- 1 . 3 X 10 ~6, the onset of transition shifts to the maximum 
displacement curve (point number 3), which corresponds to the 
onset of transition in the laminar separation mode. The bubble 
"bursting" process is more likely to be caused by the change in the 
dominant type of instability and transition mode rather than by a 
change in the separation bubble physical size. The end of transition 
switches from point 1 on the curve corresponding to the attached 
flow to point 4 on the curve corresponding to the separated flow. 
This implies a change of the dominant instability mode that in
duces the onset of transition from the TS instability to the KH 
instability. 

Based on the correlations developed above, Fig. 14 presents the 

o r i i i i i i i i i i i i i i i i i i i i i i i i i i i i i 

-3 -2.5 -2 -1.5 . -1 -0.5 0 
Kx 106 

Fig. 13 Hypothetical separated-fiow transition process in constant-ZC 
flow 

Fig. 14 Separation bubble length and separated flow transition length 
for various inlet free-stream velocities in constant-K flow conditions 

dependence of the separation bubble length and of the transition 
length on the adverse pressure gradient and the inlet free-stream 
velocity, I/»0, for a constant-^ flow. For a given K and [/„„, the 
separation point xs can be determined from Eq. (1): xs = v 
Rexs/Ux; and xR can be determined using Eq. (3) as xR = v 
Re,„/£/„. The bubble length (xR - xs) in the transitional separa
tion mode decreases until the conditions for laminar separation 
mode are met (Re,., < 4.5 X 105; Ks < - 0 . 3 X 10") . 

When the flow is laminar at separation, the rate of decrease in 
bubble length diminishes. Once the conditions for laminar 
separation/long bubble mode are satisfied (Re,., < 2.05 X 105; 
Ks < —1.3 X 10~6) there is a steady increase in the bubble length 
as the adverse pressure gradient increases or the free-stream ve
locity reduces. A lva lue of about — 1.3 X 10~6 can be associated 
with the bursting phenomenon. 

For transitional separation, the transition length monotonically 
decreases as the adverse pressure gradient increases. However, for 
the laminar short bubbles and incipient long bubbles, there is a 
milder decrease of transition length with increasing the adverse 
pressure gradient. As shown in Fig. 14, the transition length 
increases for the laminar separation long bubbles when K becomes 
less (or more negative) than -2.5 X 10~6. 

This trend is confirmed by the experimental observations; how
ever, the previous models predict only a monotonic decrease with 
the increase of the adverse pressure gradient. For very strong 
adverse pressure gradients, the rate of growth for bubble length is 
higher than the rate of growth of transition length, so, for long 
bubbles the transition will end in the detached shear layer. This 
aspect can also be seen to the left of point 5 in Fig. 13. 

Conclusions 
This paper presented an improved approach for analyzing the 

transition process in separated boundary layer. New parameters 
that are necessary in describing and classifying the various modes 
of separated-fiow transition were introduced. Three primary 
separated-fiow transition modes were positively distinguished. 

(a) The transitional separation mode has the start of transition 
upstream of the separation point (Re„ < Reu) and develops 
mostly as natural transition; the addition of inflectional KH insta
bility and the near-wall fluid ejection shortens the transition length. 

Besides the typical ejection of the secondary vortex, the shed
ding of the primary vortex usually occurs. In this mode, the 
maximum rms velocity fluctuation occurs in the separated shear 
layer at the maximum displacement location (Re,„.m„ = Re,MD). 

Journal of Turbomachinery JULY 1999, Vol. 121 / 601 

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The transitional separation mode takes place at high separation 
Reynolds number and low adverse pressure gradient: Ks > 
- 0 . 3 X 10"6; Re„ > 4.5 X 105 and Re82S > 320. 

(b) The laminar separation/short bubble mode of transition has the 
onset of transition induced downstream of the separation point (Re„ 
= Re,MD > Re,s) by inflectional instability and near-wall fluid ejec
tion. The strong shedding of the primary vortex is the dominant 
feature of this mode of transition. The laminar short bubble mode is 
characterized by a quick transition completion and the maximum rms 
velocity fluctuation occurs in the reattachment region (ReTOmx = 
Re,„). It occurs at moderate separation Reynolds number and mild 
adverse pressure gradient, and 240 < Re^s < 320. 

(c) The laminar separation/long bubble mode of transition has 
the onset of transition also induced downstream of the separation 
point (Re„ = Re,MD > Re„) by inflectional instability and near-
wall fluid ejection. The primary vortex remains in place, develop
ing in a second extended near-wall region of slow moving fluid. 
The maximum rms velocity fluctuation occurs in the first reattach
ment region (Re,„.„„ = Re,sl), the transition completion is delayed 
and no vortex shedding is observed. The laminar long bubble mode 
occurs at low separation Reynolds number and strong adverse 
pressure gradient: Ks < - 1 . 3 X 10"6; Re,, < 2.05 X 105 and 
Re82s < 240. Passing from one mode to another (Re,,; < Re„ < 
ReXMD) takes place continuously through a succession of interme
diate stages. 

A new empirical prediction model capable of determining the 
general separated flow characteristics, the separated-flow transition 
mode, the onset and length of transition was developed. The 
location of maximum bubble elevation (XMD) has been discovered 
to be the key parameter in correlating the separated flow behavior 
to the transition process. Correlations for maximum displacement 
and reattachment locations in terms of conditions at separation 
were developed. At separation both Re, and Re62 experimental 
data correlated well however, downstream of the separation point, 
the data were better correlated by K and the distance Reynolds 
number Re, than by A62 and Re82 or Re6i. This was explained not 
only by the reduced uncertainty in determining Re, but also by the 
inviscid nature of KH instability, which requires a certain length of 
the separated shear layer (xMD — xs) to develop, regardless of the 
presence of the wall. The integral length scales St and S2 are direct 
results of the viscous effects; therefore, they are less appropriate 
length scales for correlating separated flows downstream of the 
separation point, when KH instability sets in. 

A methodology for predicting the separated-flow transition and 
the separated flow parameters was proposed. The onset of transi
tion must be determined differently for transition modes because 
they are induced by different instability mechanisms. The condi
tions at separation can be used to describe the separated flow 
behavior but they are inappropriate for predicting transition, espe
cially when transition starts upstream of the separation point. The 
simple semiempirical method developed in the present study is 
appropriate for predicting some of the separated-flow transition 
properties over flat plates. Extension to airfoils requires caution. 
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Numerical Simulation of 
Impeller-Volute Interaction in 
Centrifugal Compressors 
A numerical procedure to predict the impeller-volute interaction in a single-stage 
centrifugal compressor is presented. The method couples a three-dimensional unsteady 
flow calculation in the impeller with a three-dimensional time-averaged flow calculation 
in the volute through an iterative updating of the boundary conditions on the interface of 
both calculation domains. The method has been used to calculate the flow in a compressor 
with an external volute at off-design operation. Computed circumferential variations of 
flow angles, total temperature, and pressure are shown and compared with measurements. 
The good agreement between the predictions and measurements confirms the validity of 
the approach. 

Introduction 
The flow leaving the impeller of a single-stage centrifugal 

compressor is often collected by a volute (Fig. 1). The nonaxisym-
metry of this component results in a circumferential distortion of 
the impeller-outlet/volute-inlet flow of which the amplitude in
creases with increasing deviation of the volute inlet flow angle 
from the design value. 

Any circumferential variation of the flow conditions at volute 
inlet constitutes time-varying outlet conditions for the rotating 
impeller. It results in unsteady impeller flow, which in turn mod
ifies the volute inlet flow conditions. Nonuniformities in the im
peller outlet relative flow are at the origin of time-dependent 
variations of the volute flow. 

A correct simulation of this strong interaction therefore requires 
the simultaneous solution of the three-dimensional unsteady 
Navier-Stokes equations in both the impeller and volute. This, 
however, is not feasible at present because of the excessive storage 
and computing time required. Simplifying assumptions cannot be 
avoided. 

Models that have been proposed up to now make two-
dimensional quasi-steady calculations in both the impeller and 
volute (Miner et al., 1992), or two-dimensional unsteady potential 
flow calculations (Morfiadakis et al., 1991; Badie et al., 1994), 
three-dimensional but quasi-steady Navier-Stokes calculations 
(Chen and Liaw, 1997; Flathers and Bache, 1996) or unsteady but 
two-dimensional Navier-Stokes calculations (Croba, 1993). 

Previous experiments and calculations (Sideris and Van den 
Braembussche, 1989; Fatsis et al., 1997) have shown that this type 
of interaction is strongly influenced by wave propagation in the 
impeller. The three-dimensional unsteady impeller flow is mainly 
dominated by inertial forces and to a lesser extent by viscous 
forces. This justifies our preference for an unsteady inviscid solver 
over a steady viscous solver. This simplification results in an 
affordable computer time and gives relevant results for most 
industrial compressors of which the impeller is not heavily loaded 
and flow separation is limited. 

The unsteadiness of the flow in the volute is a consequence of 
the pitchwise variation of the flow at the outlet of the rotating 
impeller. This unsteadiness, however, is confined to the vicinity of 
the impeller exit because of the rapid mixing of the blade to blade 
flow variations in the vaneless diffuser (Dean and Senoo, 1960). 
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International Gas Turbine and Aeroengine Congress and Exhibition, Stockholm, 
Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine 
Institute February 1998. Paper No. 98-GT-244. Associate Technical Editor: R. E. 
Kielb. 

Furthermore, this distortion decreases with increasing number of 
blades, and disappears even completely in the hypothetical case of 
an impeller with an infinite number of blades. Because of these 
arguments, it was concluded that only a small error was made by 
neglecting the flow unsteadiness in the volute. This resulted in a 
further reduction of computation time so that it becomes feasible to 
use this model also for industrial applications. 

The present model combines a three-dimensional inviscid but 
unsteady solver for the impeller with a three-dimensional steady 
(or time-averaged) volute flow solver. The purpose is not to predict 
performance, but the circumferential distortion of the volute flow, 
the unsteady periodic blade loading, and the resulting radial force 
on the impeller shaft. 

The first part of this paper describes the procedure to couple the 
unsteady three-dimensional impeller flow calculation with the 
time-averaged three-dimensional volute flow calculation such that 
the calculated time-averaged impeller and volute flow match one 
another on the interface between the calculation domains. 

The second part shows the results that have been obtained on an 
impeller-volute combination, typical for geared compressors. The 
convergence and accuracy of the method are discussed and illus
trated by comparisons of the calculated distributions of P, P", T°, 
and a with measured values. 

Numerical Procedure 
Volute and impeller computations are alternated and coupled on 

a common boundary halfway between the impeller outlet and 
volute inlet. The boundary conditions on the outlet of the impeller 
and inlet of the volute computational domain are updated itera-
tively until the local time-averaged quantities are the same in both 
calculations. 

Volute Solver. The volute solver used in present study is the 
one developed by Ayder et al. (1994) and calculates the three-
dimensional steady flow in a vaneless diffuser and volute. The 
effects of friction are accounted for by extra forces on the diffuser 
and volute walls and correction terms for the energy equation. The 
discretization is central on a cell-vertex mesh with second and 
fourth-order dissipation. A sufficient amount of second-order dis
sipation is required to guarantee a correct description of the vor
tices. The update of the unknown in a given mesh point is calcu
lated from the flux balance on a super-cell composed of all mesh 
cells surrounding the point. 

Calculations are normally made for prescribed inlet conditions 
(i°°(0), T°2(B), V„(0), Vt(6)). The outlet static pressure is fixed 
in one point of the outlet section and calculated in the other points 
by extrapolation of the values computed on the next-to-last section. 
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Fig. 1 Compressor geometry 

Impeller Solver. The unsteady impeller solver is the one 
developed by Fatsis et al. (1997). It calculates the three-
dimensional inviscid time-dependent flow in the impeller. The 
flow variables are stored in the center of the cell faces perpendic
ular to the streamwise direction. The flux balance is expressed on 
a super-cell, composed of the two mesh cells adjacent to the 
storage point. As in the volute calculations, the time integration is 
done by a simplified four-step Runge-Kutta scheme, which allows 
for a minimal storage, good stability, and a second-order accuracy 
in time. 

Only average values of P°, T°, and flow angles are prescribed 
at the inlet. Nonreflecting boundary conditions allow for circum
ferential and time-dependent flow variations due to upstream prop
agation of disturbances. 

The outlet boundary is placed sufficiently far from the blades so 
that the flow on that plane can be assumed to be time-independent 
in the absolute frame of reference. 

In order to limit the memory and CPU required to perform the 
calculations, the calculation domain of the impeller is restricted to 
one or two blade passages. As the outlet pressure of such a passage 
changes with circumferential position, the classical periodicity 
conditions can no longer be applied. They have been replaced by 
phase-lagged periodicity conditions in which the flow quantities 
near the "periodic" boundaries are stored at each time step and 
applied as a boundary condition for the opposite side, taking the 
appropriate time delay into account. 

The maximum allowable time step from stability considerations, 

as defined by the CFL number, is very small and the number of 
time steps needed for a full impeller rotation (r/At) is very large. 
Storing the flow parameters on the periodic boundaries at every 
circumferential position corresponding to each time step, would 
take too much memory. The boundary conditions are therefore 
kept constant during the number of timesteps corresponding to the 
rotation of the impeller over one grid spacing. 

Interface Boundary Conditions. Assuming that the flow in 
the diffuser is subsonic and radially outward, one has to impose 
one boundary condition at the impeller outlet and four at the volute 
inlet. They do not need to be the same as the ones used in the 
uncoupled solvers as long as they are independent and comply 
with the characteristic theory. 

At the impeller outlet boundary, the circumferential and span-
wise variation of the static pressure resulting from the volute 
calculation is imposed. The volute calculation method predicts the 
pressure in the vertices of the volute grid, so that an interpolation 
is required to define the pressure in the center of the cell faces as 
required by the scheme of the impeller calculations. 

On the volute inlet boundary, the spatial variation of four 
time-averaged flow quantities must be imposed. It has been 
decided to impose mass flux, tangential and axial momentum 
flux and energy flux locally through the impeller outlet plane 
(common boundary) because these quantities can be time aver
aged in a consistent and conservative way. Together with static 
pressure (imposed on the same plane as an outlet boundary 
condition for the impeller calculation) these fluxes fully deter
mine the flow variables. 

The variables used in following calculation are explained in 
Figs. 2 and 3, together with a schematic presentation of the 
impeller and volute grid. Only the region near the tongue is shown 
for the volute grid, and both grids have been separated radially for 
reasons of clarity. In reality, they are adjacent to one another and 
their boundaries are sliding over each other at the interface where 
the boundary conditions are imposed. 

Because of the periodicity of the impeller flow, the time-
averaging can be limited to a period T/N corresponding to the 
passing of one blade passage at a given point in the volute. The 
four time-averaged fluxes F through each cell face k of the volute 
inlet plane (between Qt and 9k+, in Fig. 2) are defined by 

F(0, i)dUt (1) 

The flux F(8, t) is related to the flux F(9, t), at the position 6 
at the impeller exit, by means of the impeller rotational speed to 
(Fig. 2): 

F(0, 0 = F(8, t) = F(6 - cot, t) (2) 

Nomenclature 

a = speed of sound 
/ = frequency of pressure perturbation 
F = general flux function 
J = number of grid spacings along the 

impeller circumference 
L = channel length 
m = mass flow 
N = number of impeller full blades 
P = pressure 
r = radial position 
Sr = acoustic Strouhal number 
T = temperature 
t = time 

V — velocity 

a = absolute flow angle 
/3 = relative flow angle 
8 = angular position 
T = period of rotation 
to = speed of rotation 

Subscripts 

av = average value 
des = design value 

j = circumferential position on the 
impeller grid 

k = circumferential position on the 
volute grid 

max = maximum value 
min = minimum value 

r = radial component 
ref = reference value 

u = tangential component 
z = axial component 

Superscripts 

n = value after the rotation over n 
grid spacings 

o = stagnation values 
~ = relative to impeller 
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Fig. 2 Definition of circumferential position in the impeller and volute 

When calculating the integral (1) one assumes that the flux 
F(6, t) is constant over each boundary cell face; of the impeller 
(defined by 6j and 0;+1) during the time /" to r"+1 needed to rotate 
the impeller over one grid spacing (Fig. 3). Its value is calculated 
as the average flux F" over the intermediate time steps. 

The flux function F(6, t) is then approximated by: 

F"(8)= 2,F]A0) (3) 

for t £ [f", f"+1], where A0) = 1 if 0, < 6 < 6j+l and zero for 
all other values of 8. 

This simplified flux function corresponds to a rotating block 
wave and can be integrated analytically. Its shape changes from 
time step to time step. 

Once the fluxes through the cell faces of the impeller exit are 
known, they can be updated at the cell vertices of the volute grid. 
This is done by a linear redistribution of the fluxes through the 
neighboring cells. It results in flux smoothing and is conservative 
only for fluxes that are linearly dependent on the flow variables. 
However, as will be shown later, the corresponding error is 
negligible. 

Fig. 3 Simplified flux function F„((')) 
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Iterative Coupling Procedure. The coupling procedure starts 
with a steady impeller calculation for a circumferentially constant 
outlet static pressure, which is adjusted until the desired mass flow 
is obtained. The resulting values of average P", T", tangential and 
axial velocity at the outlet boundary are imposed as inlet condi
tions for a first volute calculation in which the outlet pressure is 
adjusted until the mass flow equals the one in the impeller. 

At off-design mass flow, the volute predicts a circumferential 
variation of the inlet static pressure, which is then imposed as 
outlet condition for a first approximation of the distorted flow in 
the impeller. In order to avoid divergence of the impeller calcula
tion, this pressure distortion is underrelaxed. Experience has 
shown that about six impeller rotations are needed before a peri
odic impeller flow corresponding to the imposed pressure distor
tion is obtained. 

This calculation provides a first guess of the circumferential 
variation of the fluxes at impeller exit, which are then imposed as 
new inlet boundary conditions for a next approximation of the flow 
in the volute. This in turn provides an update of the volute inlet 
(impeller outlet) static pressure distortion. The boundary condi
tions at the impeller inlet and the volute outlet are kept constant 
during the whole procedure. 

This sequence of impeller and volute calculations, with an 
update of the outlet and inlet conditions, is repeated until the static 
pressure distribution on the interface remains unchanged. As a 
consequence also the other time-averaged flow variables will be 
the same. 

However, the static pressure rise over the impeller or volute can 
be influenced by the circumferential pressure distortion. This 
means that the average pressure on the interface can be different 
from the one at the first iteration. For the same reasons it is 
possible that the mass flow at a given overall pressure ratio has 
changed during the iterative procedure and the mass flow at 
convergence can therefore be different from the initial one. This 
makes it difficult to make calculations exactly at a prescribed mass 
flow. The boundary conditions on the interface, however, guaran
tee the same mass flow in the compressor as in the volute. 

Results 
This procedure has been tested by analyzing the flow in an 

impeller/volute combination typical for industrial geared compres
sors and comparing the results with experimental data. The impel
ler has 10 full and 10 splitter blades (Fig. 1) with 30 deg backward 
lean at the exit. The vaneless diffuser has a radius ratio of 1.5 and 
an outlet over inlet width ratio of 0.84. It is followed by an external 
volute designed for zero pressure distortion at impeller optimum 
mass flow. 

Overall performance (Fig. 4) and detailed flow measurements 
have been made at the "Institut fiir Stromungsmaschinen" of the 
University of Hannover. A more detailed description of the com-

mmln JTldea 

Tlmax 

0.2 0.4 0.6 0.8 

m/m„ 
1.2 1.4 l.f 

Fig. 4 Compressor overall performances and measurement points 
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Fig. 5 Mass flux at hub, mldspan, and tip of the vaneless diffuser outlet 

pressor geometry and performance is given by Hagelstein et al. 
(1997). 

The circumferential static pressure distribution at the vaneless 
diffuser inlet and outlet has been measured at 14,000 rpm for nine 
different mass flows ranging from surge to choking. In addition, 
the circumferential and spanwise variation of the total pressure, 
total temperature, and flow angles at vaneless diffuser outlet are 
measured at mma„ m t e , and wmin indicated on Fig. 4. The circum
ferential distortion is almost zero at mdcs, confirming the correct 
layout of the geometry by means of the volute flow solver. Com
bined impeller-volute calculations have been made for a mass flow 
near mmax where the circumferential flow distortion is larger than at 

Because of stability problems in the volute calculations, related 
to a large separation of the flow at the volute tongue, it was not 
possible to do the calculations at exactly mmax for which detailed 
flow measurements are available. They have been made for a 6 
percent lower mass flow where only the circumferential static 
pressure distortion is available. One will therefore compare the 
amplitude of the variations and not the absolute values of T°, P", 
and a. 

The whole calculation procedure, using 35,000 grid points per 
impeller passage and 25,000 grid points in the diffuser and volute 
takes about 48 hr of CPU on an Alpha dec 500 5/500. 

Convergence of the Method. Figure 5 shows a comparison 
between the circumferential distribution of nondimensionalized 
mass flux m* at three spanwise positions on the interface boundary 
as they result from the impeller and volute calculation after full 
convergence of the procedure. 

One observes an almost perfect agreement between both calcu
lations at midspan, indicating a good convergence of the proce
dure. As the mass flux is one of the four fluxes imposed at the 
volute inlet, the differences between the distributions calculated by 
impeller and volute near the hub and tip wall can only be due to the 
interpolation procedure described in the previous section. This 
small error, resulting from the redistribution of fluxes in case of a 
nonnegligible hub-to-tip flow variation, could be further decreased 
by an increase of the number of grid points over the span. How
ever, it is felt that this will increase the required computer time 
without any substantial increase in accuracy. 

Figure 6 shows the nondimensional radial momentum flux F, 
computed by the impeller and the volute solver as a function of the 
local primitive variables at the interface. Since the radial momen
tum flux was not imposed as a boundary condition, one can 
conclude that the coupling procedure assures the correct conser
vation of other fluxes also when it is not explicitly imposed. 

Circumferential Variation of Flow Variables in the Diffuser. 
The instantaneous pressure field on the impeller hub surface to
gether with the steady pressure field on the volute hub wall is 
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Fig. 6 Radial momentum flux at hub, midspan, and tip of the vaneless 
diffuser outlet 

shown in Fig. 7. One does not see any change of the pressure 
contours when going from the impeller to the volute calculation 
domain. Large variations, however, are observed at the diffuser 
outlet because of the sudden increase of the width at the volute 
inlet. The largest pressure distortion is at the volute tongue because 
of a very large incidence. This creates a separation-type flow on 
the tongue suction side, which is, however, strongly influenced by 
the vortical flow in the volute, as illustrated by the streamlines on 
the hub wall (Fig. 8) and over a cross section downstream of the 
throat (Fig. 9). 

Figures 10, 11, 12, and 13 show a comparison between the 
calculated and measured circumferential variation of P, P°, T", 
and a at midspan. Open symbols show calculated values, respec
tively, at diffuser inlet (squares) and diffuser outlet (triangles). 
Measured values are depicted by the corresponding filled symbols. 

The static pressure distribution shown on Fig. 10 is measured at 
vaneless diffuser inlet and outlet. Besides a slight overestimation 
of the impeller of the circumferential variation, the method cor
rectly predicts the shape of the variation and the pressure rise from 
diffuser inlet to outlet. Of interest is also the very small phase shift 
between the inlet and outlet distribution. This results from the fact 
that the static pressure is mainly determined by the radial equilib
rium of pressure and forces. 

. ' - • . - • - • - . . T V 

i 

I I . I * 1 

Fig. 7 Instantaneous pressure distribution on impeller, vaneless dif
fuser, and volute hub wall 
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Fig. 8 Stream traces near volute tongue 
Fig. 11 Total pressure variation 

The total pressure and temperature (Figs. 11 and 12) show a 
much more wavy variation with two periods along the circumfer
ence and a smoother variation toward the vaneless diffuser outlet 
where a good agreement with all measurements is observed. A 
more detailed comparison requires measurements in more circum
ferential positions which unfortunately are not available. 

The wavy variations are very similar to those observed also in 
Figs. 5 and 6. The waves are very strong at the hub side where a 

longer blade length corresponds to an acoustic Strouhal number Sr 

«* 0.25 (Sr = / • LI a). It has been shown (Fatsis et al., 1997) that 
these variations are due to pressure waves generated in the impel
ler by the sudden pressure rise at the volute tongue and reflected at 
the impeller inlet. Acoustic Strouhal number of 0.25 allow waves 
traveling twice back and forth during each rotation, which explains 
the two wave variation off" and T" per rotation. It also means that 

0.02 
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Fig. 9 Streamtraces in a cross section downstream of the volute tongue 

I 

40.0 

20.0 

10.0 

-10.0 

90.0 180.0 270.0 

e 
Fig. 12 Total temperature variation 

90.0 180.0 

e 
360.0 

Fig. 10 Static pressure variation 
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Fig. 13 Absolute flow angle variation 
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Fig. 14 Comparison of calculated pressure distortions 

the blade forces change twice during each rotation. This important 
characteristic of the interaction cannot be predicted by quasi-
steady flow calculations in the impeller. 

The much weaker wave with four periods per rotation, visible 
only at the diffuser inlet, results from the reflection of pressure 
waves on the leading edge plane of the splitter vanes. 

One also notices a phase shift of the maximum and minimum 
value between the diffuser inlet and outlet. This is the consequence 
of the nonzero tangential velocity component because P° and T" 
ate flow properties that are converted with the flow. Except for a 
reduction of the average total pressure, because of diffuser losses, 
one observes no reduction in distortion amplitude from diffuser 
outlet to inlet. This allows the conclusion that this steady distortion 
does not mix out in the diffuser, contrarily to the rapid mixing of 
the rotating distortions at the impeller exit. 

The calculated absolute flow angle at diffuser inlet and outlet are 
shown on Fig. 13. The flow pattern, shown in Fig. 8, gives rise to 
very large velocity variations with strong pressure gradients near 
the volute tongue. Large local variations of the flow angle do not 
spread upstream in the diffuser and the calculated variations at the 
impeller exit are rather small. The predicted values at diffuser exit 
show the same trend as the measured ones. Because of the large 
attenuation of the distortion between inlet and outlet, it is not 
possible to make any conclusion about the circumferential phase 
shift. 

Impeller-Volute Interaction. The influence of the impeller-
volute interaction on the circumferential distortion of the static 
pressure is evaluated by comparing the results of a coupled cal
culation with those obtained from a simple volute calculation with 
constant P", T°, and flow angles at the inlet. The circumferential 
static pressure variation resulting from both calculations are com
pared in Fig. 14. 

For reasons explained previously, the average static pressure of 
the coupled calculation is slightly higher than the one obtained 
from the simple calculation. 

The smoother pressure variation, observed in the coupled cal
culation is due to: 

• the delay between the static pressure rise at the impeller exit 
and the subsequent total pressure rise resulting from impel
ler reaction. This can be deduced from a comparison be
tween Figs. 10 and 11. 

• a phase shift between diffuser inlet and outlet total pressure 
due to the convection of the stagnation quantities with the 
flow as shown in Figs. 11 and 12. 

Any change in total pressure has a direct effect on the static 
pressure. The wavy variation of the total pressure over the circum
ference also results in a more linear variation of the static pressure 
in the coupled calculation. 

Conclusions 
One can conclude that the numerical procedure presented in this 

paper is a valuable tool to study the strong interaction between a 
radial impeller and volute. 

In spite of the simplifications introduced in the model, needed to 
reach an affordable computer time, the basic features of the inter
action are correctly predicted, as can be concluded from the good 
agreement between measured and predicted flow variations. 

The methods allows a better understanding of: 

• the waviness of the circumferential distributions of total 
pressure and temperature and its relation to the unsteady 
impeller flow. 

• the circumferential phase shift between diffuser inlet and 
outlet of the total pressure and temperature variation and the 
small phase shift of the static pressure distribution. 

It also explains the more gradual static pressure rise near the 
tongue as compared to the one obtained from a single volute 
calculation. 

Results of these calculations could further be used to calculate 
the time-varying pressure forces on the blades and the extra radial 
force on the shaft. 
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Comparison of Measurement 
Data at the Impeller Exit of a 
Centrifugal Compressor 
Measured With Both Pneumatic 
and Fast-Response Probes 
The main goal of these investigations was the refined measurement of unsteady high-speed 
flow in a centrifugal compressor using the advanced FRAP® fast-response aerodynamic 
probe system. The present contribution focuses on the impeller exit region and shows 
critical comparisons between fast-response (time-resolving) and conventional pneumatic 
probe measurement results. Three probes of identical external geometry (one fast and two 
pneumatic) were used to perform wall-to-wall traverses close to the impeller exit. The 
data shown refer to a single running condition near the best point of the stage. The mass 
flow obtained from different probe measurements and from the standard orifice measure
ment were compared. Stage work obtained from temperature rise measured with a FRAP® 
probe and from impeller outlet velocity vectors fields by using Euler's turbine equation 
are presented. The comparison in terms of velocity magnitude and angle distribution is 
quite satisfactory, indicating the superior DC measurement capabilities of the fast-
response probe system. 

Introduction 
An extensive measurement campaign in a single-stage centrif

ugal compressor was performed by using different probe measur
ing techniques. The campaign focused on the following objectives: 

• Test of the in-house developed fast-response aerodynamic 
probe technology (FRAP®) in a turbomachinery application. 

• Time-resolved measurement of the impeller flow at the out
let and at different other positions downstream in a vaned 
diffuser channel. 

• To provide experimental boundary conditions for steady 
CFD calculations in the vaned diffuser (Casartelli et al., 
1999), using in-house developed pneumatic probes. 

As reported by several authors (e.g., Traupel, 1958, 1988; Dean 
and Senoo, 1960; Eckardt, 1975) the flow at the outlet of the 
impeller is very complex and highly fluctuating. Hot-wire tech
niques became the standard tool for such investigations (e.g., Dean 
and Senoo, 1960; Jansen, 1964; Bammert and Rautenberg, 1974) 
but their use was mostly limited to low-speed compressors. Optical 
methods (L2F and LDV) proved to be very fruitful in investigating 
the rotating impeller channels as well as the diffusers (Runstadler 
and Dolan, 1975; Eckardt, 1976; Krain, 1981). Pressure fluctua
tions were measured by wall transducers (e.g., Bammert and 
Rautenberg, 1974; Kammer and Rautenberg, 1982; Inoue and 
Cumpsty, 1984), but pressure probes took quite some time to 
become available (e.g., Eckardt, 1975). 

In the centrifugal compressor of the Turbomachinery Labora
tory of the ETH, the highly fluctuating flow field caused by a blade 
passing frequency of 6.5 kHz gives the opportunity for further tests 
and improvements of both the FRAP® system and the associated 
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Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine 
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Kielb. 

measurement concepts. The results of a measurement campaign 
and the possible interpretation are strongly dependent on the 
measurement concepts applied. For this reason great care was 
spent on preparing the campaign. The experience from measure
ment, data evaluation, and data interpretation influences the mea
surement concepts. 

High accuracy is required not only for the AC part but also for 
the DC part of the fast-response signal to measure, for example, 
distributions of the flow quantities at the impeller outlet in both 
circumferential and axial direction, or the mixing out of jet and 
wake patterns. 

In this paper investigations aimed at quantifying the accuracy 
of the DC part of the fast-response signal are presented. Com
parisons of pneumatic with fast-response probes of identical 
external geometry and with standard orifice measurements are 
presented and discussed. The investigations presented herein set 
the basis for further evaluations and interpretations of this 
extensive campaign. 

Test Rig and Instrumentation 
The experiments described were performed on a closed-loop test 

rig using air; see Fig. 1. The centrifugal compressor is a standard 
industrial stage and is driven by a 440 kW DC motor coupled to a 
two-stage gear box. The maximum rotational speed of the shaft is 
limited to 22,000 rpm by the oil seal. The present measurements 
were made at the near-optimum shaft speed of 17,720 rpm corre
sponding to Mu = 0.75, where dynamic velocity head values were 
readily measurable, but the temperature increase was too low to 
allow accurate efficiency measurements. The flow rate is con
trolled by a throttle and it is measured by a standard orifice (DIN 
1952, 1982). A flow straightener mounted in the suction pipe 
ensures axial flow at the stage inlet. 

During measurements the inlet temperature was held at 24°C 
and the pressure in the suction pipe was set to 960 mbar. 

Figure 2 shows the impeller and diffuser of the opened com
pressor. It is the configuration used for all measurements described 
in this paper. 
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Fig. 1 General view of the centrifugal compressor test rig 
Fig. 2 View of unshrouded impeller and diffuser (configuration: 24 
vanes, blade angle 25 deg) 

The main data of the unshrouded impeller were: 

impeller tip diameter (2r2) 
full/splitter blades 
exit blade angle 
exit width b 

280 mm 
11/11 (total 22) 
30 deg back lean 
16.8 mm 

The diffuser configuration used for the measurements consists 
of two parallel walls and 24 prismatical, circular-arc vanes. The 
leading edge blade angle aBvan<! of the vanes was set to 25 deg. 
Additional geometric data of the diffuser are given in Fig. 3. 

The radial diffuser is followed by a large toroidal collecting 
chamber (Fig. 8) providing a virtually uniform circumferential 
pressure distribution at the impeller outlet (Hunziker, 1993). 

The overall performance of the compressor was determined by 
conventional wall pressure taps and temperature probes in the 
suction pipe and in the outlet tube. A large number of wall pressure 
taps are located along the casing contour as well as in the front and 
the rear diffuser wall. These wall-tap pressure data are measured 
with a 256-channel pressure data acquisition system. All these data 
were collected by a yxVAX computer. 

Measurement System 

Aerodynamic Probes. The probes used for these investi
gations are part of a research project dedicated to the develop

ment of a fast-response aerodynamic probe measurement sys
tem for turbomachines and other turbulent flows (Gossweiler et 
al., 1995). 

Both pneumatic and fast-response pressure probes used have a 
similar external geometry. Great care was taken to minimize the 
probe size. Several probes accommodating one or three piezore-
sistive pressure sensor chips have been developed, featuring a tip 
diameter of only 1.8 mm. Due to the size of the miniature sensor 
chips of only 1.7 X 0.6 X 0.15 mm3, these are located directly 
behind the pressure taps (see Fig. 4, and Kupferschmied et al., 
1994). 

This miniature size reduces static errors due to probe blockage 
and limits the errors due to dynamic flow effects around the probe 
tip, which are known to be directly proportional to the probe size 
(Humm et al., 1995). Also to avoid large errors due to dynamic 
effects, a circular cylinder geometry has been chosen for the probe 
tip instead of the wedge shape widely used for conventional 
pneumatic measurements. All probes have been designed and 
fabricated in-house. 

The miniature piezoresistive pressure sensor chips encapsulated 
in the probe tip exhibit a pressure sensitivity above 60 mV/bar for 
an excitation current lc of only 1 mA. Since the Wheatstone bridge 
on each chip diaphragm is supplied with constant current, a low-
frequency measurement of the diaphragm temperature and thus of 
the flow temperature is also possible through the temperature 
sensitivity of the supply voltage Ue. 

Nomenclature 

A = area 
aa — stage work 
b = diffuser width (axial) 
C = specific speed 
c = velocity 

cp = specific heat at constant pressure 
h = enthalpy 
/ = current 
L = length of diffuser vane 

M = Mach number 
Mu = impeller tip speed Mach number 

m = mass flow 
pm = total pressure 
psla, = static pressure 

R = gas constant 
r = radius 
r = recovery coefficient 

T = temperature 
r!tat = static temperature 

Ts = sensor temperature 
t = diffuser vane thickness 

U = voltage 
u = circumferential speed 
V = flow rate 

W = specific speed in the relative 
frame 

= axial coordinate 
flow angle (diffuser coordinates) 

= diffuser vane leading edge blade 
angle 
flow angle in the relative frame 
isentropic coefficient 

= isentropic efficiency (total-to-
total) 

z 
a 

K 

V 

p = density 
if — flow angle (probe coordinates) 
<p = specific flow rate = V'J(T>\' u2) 

Subscripts 
1 = impeller inlet 
2 = impeller outlet 
3 = diffuser outlet 

A = measurement position in the 
diffuser 

B = diffuser vane leading edge 
E = measurement position in the 

diffuser 
e = excitation 
/ = stage inlet 

K — curvature 
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Fig. 5 Sensor pressure and temperature as functions of excitation volt
age U„ and signal voltage U shown after signal amplification (sensor 
operated at constant excitation current) 

Due to semi-conductor noise (p-n-junction), the monocrystal-
line silicon material used for the sensor chip sets a temperature 
limit for the measurements at about 140CC, which is beyond the 
level of the application in the test rig. 

The sensors are working in a differential pressure mode: A 
controlled reference pressure is supplied through the probe shaft, 
and can be varied to more or less match the common pressure level 
in the turbomachine. The pressure difference can be maintained 
within a small range (approximately 200 to 500 mbar) so that 
sensor types with a high-pressure sensitivity can be used. By this 
means, the pressure signal offset and the gain can be readjusted 
while the turbomachine is running. This is of great advantage for 
the accuracy of the DC signal measurement. 

Probe Sensor Calibration. Prior to the aerodynamic probe 
calibration in a reference flow, the sensors of the fast-response 
probe are calibrated in an automatic facility. The probes are placed 
in an environmental chamber. The well-controlled static conditions 
are varied by computer control according to a temperature cycle 
and at pressure steps suited for the flow conditions expected in the 
experiment to come. A typical temperature step in the cycle lasts 
a few hours, and several pressure calibrations take place during 
this time. 

The data collected from each sensor during the cycle comprise 
the excitation and signal voltages as well as the temperature and 
pressure levels from a reference equipment. This information is 
used to model the static behavior of each sensor numerically with 
pressure and temperature outputs as functions of the excitation and 
signal voltages as represented in Fig. 5. 

This approach renders unnecessary any electronic circuitry oth
erwise needed to compensate for the thermal shift of the zero-
pressure voltage and of the pressure sensitivity of the sensors. It 
enhances the accuracy by one order of magnitude. All sensor data 
are stored as second or third-degree polynomial coefficients for the 
flow data evaluation process. 

The sensor calibration facility is also used to characterize the 
sensor's measurement errors for pressure and temperature, such as 
thermal drift, hysteresis, and creep. These investigations also pro
vide a feed-back to improve the sensor packaging technique (Goss-
weiler et al., 1992). 

The dynamic response of the pressure measurement has been 
investigated in a shock tube. Different geometries of the pneumatic 
cavity between the flow and the sensor diaphragm have been tested 
and revealed an eigenfrequency above 90 kHz for this type of 
probes. This limits the bandwidth to 0-45 kHz. 

Aerodynamic Probe Calibration. Both the conventional, 
pneumatic probes and the fast-response probes have been cali
brated under steady flow conditions in a computer-controlled jet 
calibration facility. The flow angles have been varied between ±30 
deg (yaw) and ±10 deg (pitch) in 2 deg steps for Mach numbers 
ranging from 0.2 to 0.6. The large angular range in yaw is neces
sary for the data evaluation to cover the fluctuating flow field. 
Although blockage effects are low in the 100-mm-dia jet, the raw 
calibration data have been corrected for static pressure influence 
according to Wyler (1975). 

As described in Kupferschmied and Gossweiler (1992), the 
calibration data have then been transformed into sets of nondimen-
sional coefficients and modeled as coefficients of bivariate poly
nomials of higher degree to allow an accurate and efficient eval
uation of flow measurement data. 

Temperature Measurements. Ng and Epstein (1985) and 
Ruck (1989) reported that the tip of their probes was heating up 
due to the relatively high current necessary to exploit the built-in 
sensors. This was detrimental to the sensor's stability, thus making 
the DC pressure measurement less accurate and a flow temperature 
measurement impossible. Compared to those miniature probes, the 
excitation current supplied to each sensor in the FRAP® probes is 
very low. The self-heating of the probe tip (1.6 K beyond room 
temperature under still air conditions, and 0.3 K at 4 m/s) can be 
corrected during the sensor calibration process to have an uncer
tainty for the absolute temperature level below 0.5°C at low steady 
flow velocities. 

In order to enhance the temperature measurement accuracy for 
flow velocities corresponding to the application, the recovery 
coefficient r in 

2c„ (1) 

* 5 mm 

Fig. 4 Tip of a three- and a one-sensor probe C3LS18 and -C1LS18 (tip: 
<f>1.8 mm; prismatic shaft: <f)3, then 6 mm for the rear part) 

for each probe has been calibrated in the jet facility prior to the 
experiment. The coefficient of a probe is shown in Fig. 6. 

Probe Control and Data Acquisition. To achieve a high 
accuracy including the DC part of measurement with fast-response 
probes (e.g., pressure uncertainties below 1 percent of dynamic 
head), special measurement concepts have to be followed. For this 
purpose, a fully computerized probe control unit (FRAP®-PCS) 
has been developed (Fig. 7), consisting of a Macintosh PowerPC 
with LabView™ software driving special measurement equipment, 
a high-precision probe actuator, a probe pressure unit for pressure 
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Fig. 6 Typical recovery coefficient ro f a C1LS18 probe (Kupferschmied, 
1998) 

adjustments (PPU) and a high-speed data acquisition system (12 
bit, 8 channels, sampling rate 200 kHz/channel). 

Experimental Setup and Measurement Procedure 
The probe actuator (Fig. 7) can be mounted (Fig. 8) on the front 

wall of the diffuser in seven different positions (Fig. 9). In the 
following, the measurements taken at position I will be discussed. 

Two different setups have to be distinguished: The experimental 
setup for the fast-response type probes and a setup for measure
ments with pneumatic probes. The same probe actuator is used for 

m#«*s 

PwtaoaiMroJ system 

Fig. 7 Probe control system and data acquisition 

^ ^ • J 

Fig. 9 Top view of the diffuser with probe positions I to VII 

both types of probes. The measurement system used for fast-
response probes is shown in Fig. 7. For measurements of the 
pneumatic probe a multichannel pressure acquisition system is 
used instead of the high-speed data acquisition system. 

In the diffuser the probes have been traversed in axial direction 
from the rear to the front wall in 13 positions. 

The height b of the diffuser channel is 16.8 mm. LDV measure
ments performed in this test rig (Stahlecker and Gyarmathy, 1998) 
have shown that the axial component of the velocity vector is at 
least one order of magnitude smaller than the other two compo
nents. In such, i.e., essentially two-dimensional flows, three-hole 
probes are sufficient to measure the two main velocity compo
nents. 

To avoid the flow being forced around the tip of the probe and 
causing three-dimensional effects and secondary flows, the auxil
iary device shown in Fig. 10 by Type A was developed. A cylinder 
of the same diameter as the probe is mounted in the rear wall of the 
diffuser. The cylinder is kept in touch with the moving probe tip 
pneumatically. Thus all end effects are eliminated. This arrange
ment has the great advantage that no mechanical stresses due to 
fixing are applied to the probe sensors. 

Measurement Procedure for the One-Sensor Fast-Response 
Pressure Probe (C1LS18). To measure the systematic fluctua
tions, a one-sensor fast-response probe is used providing two-
dimensional velocity, total and static pressure in steady or repro-
ducibly unsteady flows. The probe was used in a pseudo-3'-sensor 
mode: At every traverse position the fluctuating flow was mea
sured time-resolved under three angular positions of the probe 
shaft. The middle of the three angle positions was set to the 
time-averaged flow direction. For the other two angle positions the 
probe was rotated (in yaw) by 43 deg to the left and the right, 
respectively. A once per revolution signal from a trigger on the 

Diffuser rear wall Diffuser front wall 

Impeller 

Fig. 8 Cross-sectional view of the centrifugal compressor with probe 
locations 

,C3P18) 

TypeB(C3PR18) 

Fig. 10 Schematic of the two different setups 
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Fig. 11 Steps of the evaluation of measured data 

impeller shaft allows us to fit the sensor signal data together to a 
pseudo-3-sensor probe (Kupferschmied, 1998). This involves an 
ensemble averaging of the time-resolved measured pressure fluc
tuations. The averaged results represent the systematic pressure 
fluctuations of each of the three sensors for one rotation of the 
impeller. 

The aerodynamic calibration-based data evaluation of the pres
sure fluctuations thus obtained provides the time-resolved flow 
values at a given traverse position. By taking these data traverse-
point by traverse-point, the circumferential systematic flow fluc
tuations over the diffuser channel height can be plotted. 

The advantages of this method as compared to a three-sensor 
fast-response probe are: 

• Systematic errors reduced to a minimum since one single 
sensor operating in difference-pressure mode is used to 
collect all data. 

Disadvantages of the method: 

• Stochastic parts of the signal like turbulence getting lost due 
to the ensemble-averaging. 

• The measuring time is trebled (not significant). 

Measurement Procedure for the Three-Hole Pneumatic Probe 
(C3P18, C3PR18). The middle hole has 1 mm offset in the shaft 
direction to the two side holes of the probe (see Fig. 4). The 
following procedure is performed to achieve measurements in one 
diffuser channel plane. The probe is set to the designated traverse 
position. With a fuzzy controller (Biswas, 1994) the direction of 
the mean flow is evaluated automatically by minimizing the pres
sure difference between the two side holes of the probe. In this 
position a first pressure measurement will be taken. Then the probe 
is moved by 1 mm in axial direction so that the middle hole is in 
the same plane as the side holes were before. The angle of the 
probe shaft is kept unchanged. A second pressure measurement is 
performed. Finally, the pressure of the side holes taken in the first 
step and the pressure of the middle hole taken in the second step 
are combined to get a three-hole measurement. 

Method of Evaluation and Analysis 

Data Evaluation. In this measurement campaign more than 
280 million data points were recorded. The processing of the 
FRAP® data has to consider such requirements as handling of an 
enormous quantity of measured data, the transformation of the 
signal from voltage to pressure and temperature, the connection of 
the single measured positions to a traverse, or the meaningful 
presentation of the results. 

From Probe Signals to Flow Quantities. The steps required to 
convert probe measurement data into flow quantities are described 
in Fig. 11. The sensor voltages have been converted into pressure 
and temperature signals with a model-based reconstruction where 
the sensor calibration data are used. The flow angle <p is deter

mined via the yaw sensitive coefficient. The total pressure and the 
static pressure are calculated by using the flow angle <p. The other 
quantities such as flow velocity or temperature are computed later 
on. More detailed information can be found in Kupferschmied and 
Gossweiler (1992). 

For efficient data processing, a dedicated software package has 
been developed. This performs the data evaluation for an entire 
traverse and prints the results in a variety of preselected digrams. 
The program is based on the AW System that was developed as an 
interactive environment for the evaluation of large time series 
(Herter et al., 1992). Through further automation of the data 
acquisition and evaluation, the time a standard evaluation requires 
is reduced from two or three months to three or four days. The 
program is organized into three parts. In the first part the required 
specifications and control orders can be fed into the computer as 
file hierarchy adapted to the measurement campaign. In the second 
part the measured data are read and processed (Fig. 11). In the 
third part of the standard evaluation program the results of the 
single traverse positions are assembled and printed in suitable 
diagrams. 

Averaging Methods. Averaging methods are used to statisti
cally connect the time-resolved data measured in any one traverse 
position at different times and to assemble the ensemble-averaged 
data over one traverse. The actual measurements made in the test 
rig were performed by using the one-sensor probe. It is necessary 
to perform measurements at three yaw angles per traverse position 
to get the static pressure and the flow angle, as described above. To 
link these three nonsynchronous pressure measurements, the 
ensemble-average per revolution has to be formed. 

The ensemble-averaged pressure values pi(t), p2(t), /53(0 are 
determined from the time-dependent pressure values pt(t), p2(t), 
p3(t) by Eq. (2), where x, is the measured value and m is the 
number of revolutions. The time index n is set to zero after each 
rotor revolution: 

*('«) = - £ *<('») (2) 

In order to have an acceptable interval of confidence, 250 
rotations of the impeller per traverse position were measured 
within 0.82 s. This sums up to 12.8 million data points collected 
per traverse. With the ensemble-average it is possible to separate 
the systematic fluctuations from the stochastic fluctuations of the 
signal. The systematic fluctuations are dependent on the frequency 
of the rotor or multiples of this frequency. All other frequencies 
(even if they are systematic) are separated from the rotor-based 
systematic fluctuations. The stochastic fluctuations in themselves 
can be quantified by the ensemble standard deviation, shown by: 

*('») = \h' 2 (*/('») _ x{t,))7 (3) 

Finally, in order to compare the time-mean pneumatic measure
ments with the corresponding FRAP® measurements, it is neces
sary to calculate the time average of the data row: 

N E *(o (4) 

where N is the total number of data readings at any one sensor 
position. 

Results 

Test Rig Measurements 

Circumferential Pressure Uniformity at the Diffuser Inlet. 
This ensures that traverses performed at one single circumferential 
position (<t> = 60 deg, Fig. 9) are sufficient to calculate the entire 
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Fig. 12 Circumferential static pressure distribution at the diffuser front 
wall at rtJrt = 1.05 

mass flow. Uniformity within +0.6 and -1.5 percent is confirmed 
by the circumferential static front wall pressure plotted in Fig. 12. 
The pressure taps are located at a diameter ratio to the impeller tip 
diameter of 1.05. 

Running Conditions and Performance Map. All measure
ments discussed below were made in the "Best Point" (BP) of the 
performance map shown in Fig. 13. (Mu = 0.75, V, = 1.55 m3/s, 
giving tp = 0.0767, if = 0.82). At this point the flow conditions 
in the diffuser are in the high subsonic regime. 

Standard Orifice Measurements. Mass flow measurement with 
a standard orifice (Fig. 1) were performed according to DIN 1952 
(1982). Following this standard, the maximum deviation of the 
measured mass flow within the orifice can be calculated. At the 
above-mentioned running conditions, the mass flow measurement 
uncertainty remains below 0.87 percent. 

Measurements With a Pneumatic Three-Hole Probe 
(C3P18). Figure 14 gives an overview of the flow quantities 
calculated via the aerodynamic data evaluation procedure. 
Traverses were performed in diffuser position I (Fig. 9) from hub 
to shroud (diameter ratio rE/r2 = 1.05 = const, lib = 
0.18 . . . 0.99). In order to calculate the local velocity, temperature 
traverses were performed with the C1LS18 fast-response sensor 
probe. 

Plotted over traverse position in Fig. 14 are CE, ae, ptJph 

PxJPi and local Mach number. CE is the absolute value of the flow 
velocity vector in the absolute frame, nondimensionalized by the 
impeller tip speed u2. "Flow angle" indicates the angle aE of the 
flow velocity vector to the tangent. Both static (psm) and total 
pressure (pm) are normalized by the absolute static inlet pressure 
(.Pi) of the stage. 
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Fig. 14 Traverse through the diffuser channel at Mu = 0.75, ip = 0.0767 
(C3P18, pneumatic probe) 

Measurements With a One-Sensor Probe (C1LS18). In 
Figs. 15 to 18 ensemble-averaged measurements (according to Eq. 
(2)) made with the one-sensor probe (C1LS18) at position I (Fig. 
9) are plotted over traverse position and time. Results are shown in 
both the absolute and the relative (co-rotating) frame. Only the first 
three blade passages of the impeller are plotted. Time runs from 
right to left. Starting at 0 ms (trigger signal), the events caused by 
the passing of the three blades (splitter, full, splitter) are seen. The 
sharp velocity peaks seen near the hub pertain to the trailing-edge 
wakes. Near the casing the velocity is low and the fluctuations are 
moderate. 

Figures 15 and 16 show the absolute velocity and the flow angle 
distribution. By transforming the velocity vectors into the relative 
frame, the distribution of the nondimensionalized relative velocity 
WE and the distribution of the relative flow angle j8E can be plotted 
as shown in Figs. 17 and 18 respectively. 

The velocity vector distribution in the relative frame (Fig. 17) 
shows the following: 

• The trailing-edge wakes appear as sharp dips in the sound 
near-hub flow. 

0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 

flow rate V,[m3/s] 

Fig. 13 Performance map of the measured stage configuration 

03 

time [msec] 

Fig. 15 Ensemble-averaged absolute velocity CE distribution at rElr2 = 
1.05 
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Fig. 16 
= 1.05 

Ensemble-averaged absolute flow angle aE distribution at rElr2 

time [msec] 

Fig. 18 Ensemble-averaged relative-frame flow angle lh distribution at 
rElri = 1.05 

• In the shroud/suction side corner of the impeller an area of 
low momentum can be observed. This so-called "jet/wake" 
distribution of the flow was observed and described by Dean 
and Senoo (1960) and Eckardt (1975). This behavior of the 
flow is characteristic for impellers without backsweep but 
can be observed in backsweapt impellers like the present 
one, too. 

• The blade metal angle of the impeller at the tip amounts to 
60 deg to the tangent. Obviously all measured flow angles 
are below the above indicated value (Fig. 18). This is an 
effect of Coriolis acceleration or, spoken in centrifugal im
peller terms, of the slip factor. Wiesner (1967) gives a 
review of various methods proposed to estimate this factor. 
In interpreting Fig. 18 one should keep in mind that the 
position where the measurements were taken is not right at 
the impeller tip at r2 but rather at rElr2 = 1.05, tending to 
exaggerate the slip effect. 

As already mentioned, the one-sensor probe is not only capable 
of measuring pressures but mean flow (not time-resolved) temper-

shroud P 

time [msec] 

atures, too. Figure 19 shows the increase of the static temperature 
of the flow through the impeller plotted over the traverse position. 

Comparisons 

Mass Flow 

Motivation. The main incentive for using probes is certainly 
not the measurement of global mass flow. But this calculation and 
its comparison with the standard orifice measurement is interesting 
in order to get an idea of the overall performance and accuracy of 
the probe traverses made. 

Mass Flow Sensitivity Analysis for Probe Measurements. The 
mass flow is defined as follows: 

m = c± • p-A (5) 

With the parametric model, based on the aerodynamic calibra
tion, the flow angle aE, static and total pressure are calculated from 
the measured pressures. The flow temperature is calculated with 
the model of the sensor calibration. In order to investigate the 
sensitivity of the mass flow calculation, Eq. (5) is put into a form 
where m is a function of the measured values: 

' J\Pstat! Ptot> I stat> aE) (6) 

m = Y, yJi<RTst!Il(z) • 
Piot(z) 

Pstl,t(z) 

(K-D/K 

- 1 

X sin aE(z) • - ^ V T • 2 • it • rE • Az (7) 

40-

5" 35-

£ so
il ~m^-=ia^. : : = 

25-
6 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

hub z/b [-] shroud 

Fig.17 Ensemble-averaged value of the relative velocity WE distribution Fig. 19 Difference of the static flow temperature rise between impeller 
at r^r2 = 1.05 outlet and inlet (not time-resolved) 
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In order to distinguish the influence of each variable in Eq. (6) 
on the mass flow calculation, we compute the total differential of 
Eq. (7): 

dm 
dm = j — dpsm 

dm dm 
an dTst 

dm 
+ -— da 

daE 

-T~daE (8) 

where each partial differential (dfldx) = gx is a function of the 
variables and can be determined from Eq. (6) as: 

dm 

dx = 8xiP stat» f tots •* staf aE) (9) 

These influence coefficients gx have been numerically deter
mined for the running conditions BP of the stage. Figure 20 
summarizes the relative effect dm/m of changes (or errors) in the 
independent variables. 

The mass flow measurements with probe traverses is highly 
sensitive to uncertainties of the flow angle. A deviation of 1 deg of 
the flow angle aE leads to a misestimation of the mass flow of 
roughly 3.5 percent. An error in static and/or total pressure mea
surement leads to an error in the flow velocity. An offset error of 
10 mbar at the given running conditions and the associated flow 
rate of the rig results in a mismatch of the mass flow of about 1.5 
percent. Compared to these errors, the effect of temperature errors 
can be neglected, since an offset of 5 K accounts only for 0.8 
percent of mass flow error. 

It can be concluded that very high accuracy with respect to flow 
angle, static and total pressure would be required to calculate the 
mass flow with a acceptable accuracy. Certainly, measuring the 
mass flow with a standard orifice is a more suitable method. 

Comparison of Probe Traverse Mass Flow Measurements and 
Standard Orifice Measurements. Table 1 lists the orifice (SDO) 
mass flow data actually measured during the tests using different 
probe types. The SDO error estimate is based on the DIN 1952 

Table 1 Comparison of mass flow calculated from probe measurements 
and standard orifice measurements 

mass flow measurements 

Probe type SDO* (kg/sec) 
accuracy of 
SDO meas. 

^ p r o b e - ^ S D O 

•"SDO 

C3PR18 1.77 0.87% Q.6% 

C3P18 1.79 0.87% 2.0% 
C1LS18 1.75 0.87% ,.oa% 

* SDO: standard orifice measurement 

(1982) directives. The last column compares the probe mass flow 
integrals to the SDO value. It is seen the C3PR18 pneumatic probe 
and C1LS18 FRAP® probe give excellent agreement. The 2 per
cent error of the C3P18 pneumatic probe is due to an uncertainty 
in one single near-wall angle value. 

Concerning these results the following remarks shall be added: 

• For the measurements the test rig was run at "Best Point"; 
this means stable flow conditions and relatively small fluc
tuations. 

• Of course, the uniformity of the circumferential pressure 
distribution in Fig. 12 allows us to calculate the mass flow 
out of a single traverse taken in the vaneless space at the 
diffuser inlet only if the probe measurements is not disturbed 
by the presence of vanes. In order to quantify such effects, 
probe traverses were made with the C3PR18 probe at dif
ferent circumferential positions (Fig. 9, positions I-V). 
These showed that the upstream impact of the diffuser vanes 
at rElr2 = 1.05 is negligible. 

• The most delicate value for the mass flow calculation is the 
flow angle aE. The standard deviation of the aerodynamic 
probe model for C3PR18 is 0.02 deg and for C1LS18 is 0.05 
deg. The maximum deviation of the modeled data amounts 
to 0.06 deg for C3PR18 and 0.17 deg for C1LS18, respec
tively. In addition to this, the uncertainty of the angle mea
surements in the calibration facility amounts to a maximum 
of 0.05 deg (Kupferschmied, 1998). For measurements un
der steady flow conditions as provided in the above-
mentioned calibration facility, maximum mass flow miscal
culations of 0.4 percent or 0.8 percent, respectively, would 
result. 

Velocity Vector Measurements (Absolute Frame) 

Comparison of the Flow Angle. Probe C3P18 and C3PR18 are 
pneumatic three-hole probes of identical external geometry. These 
probes measure the pressure through a long tube leading to the 
pressure measuring system. Fluctuations are damped out. CI LSI 8 
is a fast-response one-sensor probe of identical external geometry 
capable of measuring time-resolved pressure fluctuations. In Figs. 
21-23 time-averaged data of the C1LS18 fast-response probe are 
presented. 

Figure 21 shows the flow angle measurement of all three probes. 
For traverse positions of chief interest (z/b = 0.1 to 0.9) the 
differences are below 0.5 deg. Measurements above z/b - 0.9 are 
uncertain due to the horseshoe vortex created by the probe at the 
probe shroud-wall intersection. The differences in flow angle are 
not systematic with respect to the pressure measurement technique 
used, the time-resolving probe data lying halfway between the two 
pneumatic results. Therefore, no significant difference between the 
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Fig. 22 Dynamic head at rdn = 1.05 

two measuring techniques regarding the time-mean flow angle at 
the impeller outlet can be identified. 

Comparison of the Dynamic Head. The dynamic head profiles 
yielded by the three probes are presented in Fig. 22. The general 
character over the channel with z/b is identical for all three probes. 
CI LSI 8 and C3P18 gave also the identical values of dynamic 
head. Therefore, one can conclude, as for the steady flow angle 
measurements, that no clear difference between the two measuring 
techniques regarding the measurement of time-mean dynamic 
pressures can be observed. 

Concerning the offset of the extended-tip C3PR18 probe, the 
following has to be considered: For this the setup in the test rig is 
of type B (Fig. 10), whereas C1LS18 and C3P18 were of type A 
(Fig. 10). That means that C1LS18 and C3P18 were free ending 
probes. In contrast to these, C3PR18 had an extra long tip exten
sion to enter a hole in the back wall of the diffuser. Thus in the test 
rig the external geometry is exactly identical for all three probes. 

The discrepancy of the dynamic head results is rooted in the 
calibration procedure. Due to the displacement of the free jet in the 
calibration facility by the probe shaft, a correction to the jet static 
pressure was applied following Wyler (1975). The way the shaft 
diameter increase was accounted for probably has caused an over
correction for the C3P18 and CI LSI 8 probes, while the slender 
C3PR18 probe was correctly evaluated. 

Stage Work. To evaluate the time-averaged temperature mea
surement of the fast-response probe the rise of total enthalpy over 
the impeller is determined both from: Euler's turbine equation and 
from the enthalpy calculated using the temperature measurements. 
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Fig. 23 Stage work and rise of total enthalpy 

The flow at the impeller inlet was assumed to be of uniform 
state. Furthermore it was assumed that no inlet swirl existed. This 
results in the assumption that c„i is negligible. 

Euler's turbine equation for the specific aerodynamic work 

a„=uEc„E-ulc,ll (10) 

becomes, with the above-mentioned assumptions, 

aa=uEcuE (11) 

The rise of total enthalpy can be determined as follows: 

Ah°E = (TEc„ + c|/2) - h\ (12) 

where TE and cE follow from traverses. 
The work input distribution over the diffuser channel (z/b) has 

been calculated from data collected with different probe types 
based on the values of Figs. 21 and 22 and compared in Fig. 23. 
The difference in dynamic head between CI LSI 8 and C3P18 on 
one hand and C3PR18 on the other hand, as an expression of the 
velocity (Fig. 22), is responsible for the differences between the 
three aa curves. 

In addition to the comparison of aa of the three probes, a 
comparison of a„ and the temperature-based Ah°E of the same 
measurement with probe C1LS18 is also shown in Fig. 23. Both 
are expressions of the stage work and should be identical for 
steady adiabatic flow. The following can be stated: 

The characteristics of the curves over the diffuser channel are 
roughly equal, with the exception of the measuring points at the 
front wall (shroud) of the diffuser. In the level of the curves an 
offset of about 3 kj/kg can be observed. Assuming that the velocity 
measurement on which a„ is based is correct, the offset is caused 
by a misestimation of the static flow temperature used to calculate 
Ah\E. The static temperature is calculated using the recovery 
coefficient r (Eq. (1)). The recovery coefficient is calibrated in 
terms of Mach number and flow angle for each fast-response probe 
in the jet calibration facility as 

2c„ 
r=l-~£(Ta (13) 

The total temperature of the jet (T(otJ), the sensor temperature T„ 
and the flow velocity c, of the jet are measured. The small 
temperature difference TmJ - T, requires good accuracy of Tt to 
provide a satisfying recovery coefficient for the calculation of the 
static flow temperature. Further reducing of the errors in the sensor 
temperature determination is the objective of an ongoing investi
gation. 

A final remark to the mismatching of the two curve character
istics at the shroud: The rise of the difference between Ah°IE and a„ 
near the shroud has to be considered as a result of heat transfer 
from the diffuser front wall. Temperature measurements at the 
back wall (hub) would be of high interest. But with the actual 
probe geometry of C1LS18 this was not possible. 

Summary and Conclusions 

• The comparisons presented in this paper were made for a 
single running condition of a centrifugal compressor. The rig 
was operated in a stable range of the operating line. All 
probes used were of cylindrical external shape. 

• A general sensitivity analysis of the mass flow calculation 
from wall-to-wall traverses with probes showed significant 
sensitivity to errors of static pressure, total pressure, and 
flow angle. Consequently mass flow comparisons are a suit
able and sensitive method to investigate the accuracy of 
probe measurements. 

• Both probe measuring techniques used, fast-response 
(FRAP®) and conventional pneumatic, showed good agree
ment with the standard orifice measurement. A high accu
racy of the probes can be attested. The DC levels of the 
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fast-response probe signals are found to be reliable. They 
can be used for the quantitative interpretation of fluctuating 
flows where not only fluctuation amplitudes but also the 
absolute level of the quantities is of interest. 

• No significant differences of the two probe measuring tech
niques can be observed in terms of stage work calculated 
from Euler's turbine equation. 

• Temperature traverses made with FRAP® probes gave up to 
9 percent higher work input than the velocity traverses; this 
discrepancy requires further investigation. 

• Flow angle and dynamic head measured with the two probe 
techniques are in good agreement. Under the given impeller 
outlet flow conditions with a high fluctuating component, 
conventional pneumatic probe measurements are sufficiently 
accurate to measure time-mean flow quantities. These mea
surements are sufficient for applications such as for example 
the determination of CFD boundary conditions. 

• The huge amount of data collected with the FRAP® system 
requires specific concepts for the measurement campaign. 
Not only the goal of the measurements has to be defined, but 
also the planning of the campaign, the possibilities of the 
standard evaluation, and the desired presentation of the re
sults have to be considered in advance in order to get the 
optimum of information. 

These investigations and considerations set the basis for the 
evaluation and interpretation of the huge amount of data taken with 
the fast-response one-sensor probe in this campaign. It includes 
measurements at the diffuser positions I, VI, and VII (Fig. 9) at 
three running conditions for each measurement position. 
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Improved Model for the Design 
and Analysis of Centrifugal 
Compressor Volutes 
This paper describes a new model for the analysis of the flow in volutes of centrifugal 
compressors. It explicitly takes into account the vortical structure of the flow that has been 
observed during detailed three-dimensional flow measurements. It makes use of an 
impeller and diffuser response model to predict the nonuniformity of the volute inlet flow 
due, to the circumferential variation of the pressure at the volute inlet, and is therefore 
applicable also at off-design operation of the volute. Predicted total pressure loss and 
static pressure rise coefficients at design and off-design operation have been compared 
with experimental data for different volute geometries but only one test case is presented 
here. Good agreement in terms of losses and pressure rise is observed at most operating 
points and confirms the validity of the impeller and diffuser response model. 

Introduction 
Compactness, efficiency, and the absence of circumferential 

pressure distortion are the main design targets for compressor 
volutes. The compactness, required for low cost and weight, often 
has a negative effect on efficiency and up to now no reliable 
prediction methods have been available to decide on a compro
mise. The main problems are the swirling flow in a complex 
three-dimensional geometry and the nonuniformity of the inlet 
flow, resulting from the unsteady interaction between the impeller 
and volute flow. 

A reliable prediction of the volute static pressure rise and losses 
are a prerequisite for an accurate prediction of the compressor 
performance. Most of the analytical models, proposed up to now, 
assume uniform flow over each volute cross section (Japikse, 
1982; Weber and Koronowski, 1986). Detailed measurements by 
Ayder et al. (1991, 1993), however, indicate a very complex 
three-dimensional flow. They also showed that these one-
dimensional models are unable to predict the losses and pressure 
rise except by introducing unrealistic and tailored loss and pressure 
rise coefficients. The first target of the model described in this 
paper is to relate the losses and static pressure rise to the vortical 
flow in volutes, as a function of inlet conditions and geometry. 

A second major problem is the circumferential pressure distor
tion resulting from the off-design operation of the volute. This is 
of major importance for the prediction of the unsteady impeller 
forces, noise and radial forces on the shaft. Its prediction requires 
the modeling of the strong interaction between the volute and the 
impeller. In the context of the present approach a simple one-
dimensional quasi-steady model is proposed. The alternative is a 
three-dimensional unsteady impeller flow prediction with pre
scribed outlet pressure distortion (Fatsis et al., 1997). 

The present paper presents a new analytical model for perfor
mance and flow prediction and evaluates its accuracy through a 
detailed comparison between predicted and experimental results 
obtained on volutes of different shapes. It is a more elaborate 
version of the model proposed by Van den Braembussche and 
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Haende, (1990) to account also for the crosswise swirl velocity and 
total pressure losses. 

Theoretical Model 
The flow inside a volute and the resulting circumferential static 

pressure distortion and total pressure losses are calculated by an 
iterative procedure. The model consists of following components: 

• Rotor response calculation: to define the circumferential 
velocity distribution (VR2 and V-n) resulting from a circum
ferential variation of the outlet static pressure distribution. 
At the first iteration, the static pressure is assumed to be 
constant and the diffuser inlet velocity is defined by the 
circumferentially averaged value. 

• Diffuser flow calculation: to predict the diffuser outlet flow 
velocity components, total and static pressure distribution by 
calculating the diffuser static pressure rise and losses at 
different circumferential positions as a function of the inlet 
conditions. 

• Volute flow calculation: to approximate the three-
dimensional flow in the volute. Starting from the nonuniform 
diffuser outlet flow, it defines the volute losses and static 
pressure rise, and updates the circumferential static pressure 
distortion at the diffuser outlet. 

• Impeller outlet pressure calculation: to predict the rotor 
outlet circumferential static pressure variation as a function 
of the diffuser outlet pressure distortion. 

• Exit diffuser flow calculation: to define the mixed-out 
conditions at the outlet of the exit diffuser downstream of the 
tongue. 

With the exception of the last one, used only once for the overall 
performance calculations, these components are combined in an 
iterative procedure in which the flow conditions at impeller and 
diffuser outlet are adjusted. The static pressure distortion, resulting 
from the volute calculations, is imposed at the diffuser outlet and 
transferred to the impeller exit where it is an input for the impeller 
response model. The latter provides the circumferential variation 
of the total pressure and tangential and radial velocity variation at 
the impeller exit. The diffuser calculation transfers them to the 
diffuser exit where they provide the volute inlet conditions. The 
iterative procedure is stopped when the new diffuser outlet pres
sure distribution equals the previous one. 
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Each of these components will be explained in more detail in the 
following sections. 

Rotor Response 
For the operating point under consideration, defined by a given 

mass flow and rotational speed, only the inlet total temperature and 
the average total pressure and temperature at the impeller exit are 
required. The last ones are easily obtained from one-dimensional 
impeller predictions or from measurements. 

The total temperature rise between the impeller inlet and outlet 
allows the calculation of the average tangential velocity at the 
impeller exit. 

Vn = CP(T°2 - T1)/U2 (1) 

The circumferentially averaged radial velocity at the impeller exit 
is calculated from the mass conservation 

(2) R1 p22-rrR2b2 

The static temperature, defined by 

T2 = 71 - .5(V2
n + V2

K2)/CP (3) 

is calculated in an iterative way, with VR2 defined by Eq. (2) as a 
function of p2. The static pressure required to calculate the density 
is given by the isentropic relation. 

/ ^ T \ y/(y-D 

* - ' ! = 
(4) 

At off-design operation of the volute, the difference between the 
local and average impeller exit static pressure {P2(9) ~ Pi) 
results in a circumferential variation of the impeller outlet velocity 
components and total pressure. In the present method they are 
determined by local linearization of the average impeller perfor
mance curve. 

The slope of the pressure rise characteristics dP-Jdm and 
dPydm at the mass flow in are used to calculate the local radial 
velocity component and outlet total pressure when the local static 
pressure is different from the average value. 

V«(0) = VR2 + (Pi(B) - P2) 

P°2(d) = P'i+ (VR2(6) - VR 

ldIl 
dm 

dP~i 
dm 

Fig. 1 Definitions and diffuser flow calculations 

Based on experimental observations by Sideris and Van den 
Braembussche (1987), the impeller outlet tangential velocity is 
assumed to be constant along the impeller circumference and equal 
to the average value defined in Eq. (1). As a consequence also the 
outlet total temperature T\ equals the average value. 

Diffuser Calculations 
The method used in the present work for vaneless diffuser 

calculations is the one proposed by Traupel (1977) and similar to 
the one of Stanitz (1952). This well-known method integrates the 
spanwise-averaged continuity, tangential momentum, and energy 
equation from diffuser inlet to outlet, taking into account the 
friction on the diffuser walls and the conservation of total enthalpy. 
It is applied at NUEL circumferential positions in the vaneless 
diffuser using the local impeller outlet flow conditions as starting 
conditions (Fig. 1). The friction coefficient is defined as a function 
of the Reynolds number and roughness. 

The circumferential extent of the streamlines in the diffuser 
depends on the inlet flow angle and is likely to be different at the 
different circumferential positions. This results in an interaction 
between neighboring streamlines and a different shift in the cir
cumferential location between inlet and outlet. However, the exact 

Nomenclature 

A = area 
CP = static pressure rise coefficient 
CP = specific heat coefficient 

m = mass flow 
NUEL = number of circumferential posi

tions (Fig. 1) 
P = pressure 
R = radius measured from the im

peller center of rotation 
r = radius measured from the vo

lute cross-sectional center 
T = temperature 
U = peripheral velocity 
V = fluid velocity 
a = absolute flow angle measured 

from tangential 

y = isentropic exponent 
p = density 
6 = angle of the circumferential posi

tion (measured from the tongue) 
w = total pressure loss coefficient 

Subscripts 

1 = at the impeller inlet 
2 = at the impeller outlet 
3 = at the vaneless diffuser outlet 
C = at the volute cross-section center 
i = at the inlet 

INV = inviscid 
iw = at the inner wall 

o = at the outlet 
ow — at the outer wall 

R = radial component 
S = swirl component 
T = tangential or throughflow compo

nent 
W = at the wall 

Superscripts 

o ~ stagnation condition 
- = circumferentially averaged value 
' = position at the diffuser outlet 
" = at the cross section 
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Fig. 2 Diffuser and volute cross section 

circumferential position of the inlet distortion is irrelevant in the 
present context as we are only interested in the amplitude of the 
impeller flow distortion and not in the direction of the net radial 
force on the impeller resulting from it. The interaction between 
neighboring streamlines is neglected. 

Volute Calculations 
The volute channel is divided into a number of segments by 

means of NUEL (typically 36) radial planes located at equidistant 
angular positions (Fig. 1). Each cross section is supposed to be 
composed of four identical quadrants of ellipses defined by two 
radii as shown in Fig. 2. Rectangular volutes are replaced by 
elliptical ones of equal area and height-to-width ratio. The flow 
quantities are defined at a number of equidistant points along each 
axis. The integration of the flow quantities over the cross sections 
uses the average values over the finite surfaces defined by these 
points. 

Conservation of mass and angular momentum for each of the 
NUEL segments allows the calculation of the outlet conditions 
(position o) as a function of the inlet flow (position /) and diffuser 
outlet (position 3) (Fig. 3). 

Comparisons of existing prediction methods and experimental 
results (Ayder et al., 1993) have shown that the losses and static 
pressure variation depend strongly on the velocity variations over 
the cross sections. Great attention has therefore been given to the 
correct estimation of the crosswise flow variations as a function of 
the volute geometry and inlet flow conditions. The volute flow 
calculation has the following components which are used in an 
iterative procedure until all equations are satisfied. 

Swirl Velocity and Total Pressure Distribution. According 
to the flow model developed by Van den Braembussche and 
Haende (1990) and confirmed by Ayder and Van den Braem-

- * V T 3 

Fig. 3 Control volume for volute calculation (detail A of Fig. 1) 

Fig. 4 Flow path between volute inlet, at d', and cross section at (/' 

bussche (1994), the fluid entering the volute at the position close 
to the tongue remains at the center of the volute cross section. The 
fluid entering farther downstream wraps around the previous one. 
The inviscid variation of the total pressure and swirl velocity over 
the cross sections can therefore be related to the total pressure and 
radial velocity at the volute inlet and the change in radial position. 

The radial position in a cross section, at 6", of the fluid that 
entered the volute at an upstream circumferential position d' (Fig. 
4), is determined from continuity. Comparing the amount of the 
fluid entering the volute between the volute tongue and position 9', 
with the mass flow integrated up to r'(0") over the cross section 
under consideration: 

m(6 pz{Q)biRiVRJ(B)dd 2TrpVTrdr 

provides the radial position r'(8") where the fluid entering the 
volute at position 6' is located. 

The inviscid swirl velocity at this radial location (VSlm) of the 
cross section can then be defined by means of the conservation of 
the swirl momentum, taking into account the difference in radius 
between the point where the fluid has entered the volute (rw(8')) 
and the radius at which the fluid is now located r'(6"): 

VSmv(8", /•') = VR3(e')rw(6')/r'(6") (5) 

This also allows the inviscid total pressure to be defined as a 
function of the local total pressure at the vaneless diffuser outlet: 

p-;m(e", r') = pf(e') (6) 

Figure 5 shows the typical inviscid swirl distributions over a 
cross section of a volute operating at low mass flow. The large 
swirl velocity in the center results from the large radial velocity 
component of the fluid entering near the tongue (and remaining in 
the center). The smaller swirl velocity component near the walls 
results from the smaller radial velocity component of the fluid 
entering further downstream in the volute. 

Experimental observations (Elholm et al., 1992; Ayder and Van 

Fig. 5 Comparison of the inviscid ( ) and real (—) swirl distribu
tions over two volute cross sections at low mass flow 
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den Braembussche, 1991; Ayder et al., 1993) all indicate a forced-
vortex type of swirl velocity variation resulting from the internal 
shear in the center of the vortex. The real total pressure is therefore 
lower than the inviscid one by the difference between the inviscid 
and viscous swirl kinetic energy: 

P°{8", r) = P°mv(Q", r) 

- O.5p(0", r)(VlJ6- V]{t r)) (7) 

The variation of the real swirl velocity over the cross section is 
determined by 

vs(e", r) 
vs(e", r„ 

rw(e") 
* y (8) 

and shown by the full lines in Fig. 5. The large difference between 
the inviscid and forced vortex swirl velocity gives rise to high 
losses in the center of the volute. 

At the first approximation, the magnitude of the viscous swirl 
velocity on the volute wall near the diffuser exit is assumed to be 

Vs(6", />) = VR3(6") 

The value of Vs(6", rw) will be modified during the iterative 
procedure until Eq. (11) is satisfied. This difference between Vs 

and VR] results from a deceleration or acceleration of the fluid 
when coming out of the diffuser. 

Static Pressure. The variation of the static pressure over the 
cross section is determined by the radial equilibrium between the 
static pressure gradient and the centrifugal forces due to the 
swirling flow: 

dP 

~d? = P 
vl(e", r) 

r(6") (9) 

One should keep in mind that a change in swirl velocity at the 
wall influences only the radial static pressure gradient. The static 
pressure itself is defined later as a function of the wall static 
pressure. 

Throughflow Velocity. The throughflow velocity variation 
over the section is calculated by means of the following relation: 

p(6", r)V\{6", r) 

= P°(6", r) - P(6", r) 
p(0", r)V2

s(8", r) 
(10) 

The value of Vs, defined in Eq. (8), is modified by changing Vs(6", 
rw) until the throughflow velocity at the wall equals the one 
calculated from the conservation of the angular momentum: 

V r(6", rw) = VT3(6")R3/Rc(e") (11) 

where Rc is the location of the volute cross section center as shown 
on Fig. 6. 

The value of the wall static pressure (P(0", rw)) is assumed to 
be equal to the volute inlet static pressure only in the first iteration 
and will be modified later to increase or decrease VT and density 
until the mass conservation over the control segment is also 
satisfied. 

Circumferential Variation of the Static Pressure. Continu
ity alone cannot explain the origin of the static pressure distortion 
in the volute and conservation of the tangential momentum in the 
volute is also needed to predict correctly the new circumferential 
static pressure distribution. The following form of the conservation 
of the angular momentum in tangential direction, between 6, and 
60 (Fig. 6) accounts also for the important influence of the radial 
position of the volute channel on the volute characteristics: 

Fig. 6 Cross section of a volute element and definition of unknown 

*c(e,M(e,)(p(fl,) + p(fl,)vKe,)) 

+ rfAjp-pvf*V^W 

+ dA„ PV2
T 

Rr — Rr 

Rc(0M(0o)(P(6o) + p(80)V
2

T(e0)) (12) 

where the throughflow velocity VT is calculated by mass-averaging 
the previously defined value at the inlet and outlet section. 

The tangential projections of the volute surface wall, dAiw and 
dAow, are functions of the divergence between the outer and inner 
wall and the change of the radial position of the volute center Rc. 
The latter is decreasing for internal volutes and increasing for 
external volutes. 

The static pressure on dAow and dA,„ is calculated as a function 
of the average pressure at a cross section, increased or decreased 
by the influence of the centrifugal forces between Rc and R 

aw or 
RCow

 m the curved volute. (This correction drops in a straight 
convergent or divergent channel.) 

The static pressure at the diffuser outlet equals the average static 
pressure at the center of the downstream cross section, corrected 
by the pressure difference between Rc and R3 due to the centrif
ugal forces in the curved volute channel: 

P3(eo) = Pc(6„) - 2.p(e0) 
v2M 

RM + R. 
(R3 - Rc(90)) (13) 

This equation is used to update the diffuser exit static pressure 
as a function of the volute distortion. 

Solution Procedure. These components of the volute calcu
lation are linked in an iterative procedure described by the flow
chart shown in Fig. 7. 

The inviscid swirl velocity and total pressure distribution are 
calculated as a function of the volute inlet conditions (Eqs. (5) and 
(6)) [RADMATCH, INVVSPOTO]. This procedure (loop 1) is 
repeated three times to account for the influence of the later 
changes of the throughflow velocity distribution on the inviscid 
swirl and inviscid total pressure distribution. 

The viscous swirl velocity and total pressure distribution are 
fully defined by Eqs. (7) and (8) as a function of the swirl velocity 
at the wall [VISVSPOTO]. The last one is modified until the 
throughflow velocity at the wall equals the one defined by Eq. (11) 
as a function of the the local diffuser outlet tangential velocity. 
Loop 2 is repeated until DIFFV < 0.01. 

Integrating the radial pressure gradient, Eq. (9), allows the 
calculation of the static pressure distribution over the cross section 
as a function of the wall static pressure [NISRE]. The local value 
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Fig. 7 Flow chart of volute calculation model 

of the throughflow velocity being calculated as a function of the 
local total and static pressures (10) [TROVEL], the wall static 
pressure is updated until the outlet mass flow equals the incoming 
one [MASS]. This is done by repeating loop 3 until DIFF < 0.01. 
Applying the momentum equations (12) and (13) [PSMOMENT] 
provides an update of the P3(0) distribution at the diffuser exit 
resulting from the volute flow, taking into account the nonuniform 
inlet flow conditions. 

Impeller Outlet Pressure Calculation 
The impeller outlet static pressure calculation is based on the 

assumption that the amplitude of the circumferential pressure 
variation is the same at the vaneless diffuser inlet and outlet, 
which, for compressible flow, is confirmed by experimental evi
dence (Sideris and Van den Braembussche, 1987; Ayder and Van 
den Braembussche, 1991). 

The local value of P 2 is therefore a function of the diffuser outlet 
pressure distortion and the average value P2 defined by the per
formance curve: 

Pi = Pz + (P3 - P3) 

Exit Diffuser Flow Calculation 
The pressure rise in the exit diffuser is calculated by expressing 

the conservation of the momentum between inlet and outlet sec
tion. It accounts for the predicted nonuniform flow at the volute 
outlet and assumes a uniform flow at the exit diffuser outlet: 

° / i«« (pV2
r + P)4A, ~ (pV^Ao 

5 ^ \ V ^ \ \ \ ^ \ \ W \ S 

Fig. 8 Impeller and volute cross section 

The average outlet velocity is calculated from continuity whereby 
the value of p„ is iteratively adjusted as a function of the calculated 
outlet pressure and temperature. The outlet temperature is defined 
from the total temperature and the local velocity components, Eq. 
(3), where the swirl is assumed to be sufficiently small to be 
neglected. The average total pressure at the outlet of the exit 
diffuser can then be defined by the isentropic relation (4). 

Evaluation of the Model 
The model has been evaluated by recalculating the flow in 

different compressors with overhung volutes of different cross 
section (elliptic and rectangular) at different radial positions (in
ternal, central, and external volutes). The following comparison, 
however, is restricted to a compressor with an external volute of 
rectangular cross section of which a cross section is shown on Fig. 
8. The flow in the vaneless diffuser and volute has been measured 
in detail on the compressor test rig of IFS at the University of 
Hannover. A more detailed description of the compressor and 
performance is given by Hagelstein et al. (1997). 

The following definition of static pressure rise and loss coeffi
cient is used: 

Pa -P, P°, - PI 
CP = = — = o> = = = • — = (14) 

m mln I J"d.8 

•"max 

^̂  V 

0.4 1.2 
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Fig. 9 Compressor performance map 
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Fig. 10 Loss and static pressure rise coefficient for the external volute 
as a function of the inlet flow angle 

where the subscript o stands for the outlet of the exit diffuser. 
Figure 10 shows the measured and predicted loss and static 

pressure rise coefficient at maximum, design and minimum mass 
flow, defined on the performance curve shown in Fig. 9. Taking 
into account the complexity of the geometry and flow, one can 
conclude that the new prediction model is quite accurate. 

One observes almost a doubling of the losses at maximum mass 
flow, resulting from the dissipation of the large swirl in the volute. 
This confirms the assumption that the outlet swirl is lost. The 
losses at minimum mass flow are underestimated because the 
prediction model does not account for the flow separation that has 
been observed in the exit diffuser. 

Flow separation reduces the static pressure rise and increases the 
losses. Unfortunately, there are no separation criteria in the model 
and they are not easily introduced because of the complexity of the 
three-dimensional flow with large velocity variations at the volute 
inlet and over the cross section. 

From the definition of the static pressure rise and loss coeffi
cients one can derive following expression: 

P" ~ P„ 
CP+ <0 + =—== 1. (15) 

The third term is a measure of the outlet kinetic energy. As one 
assumes a fully mixed-out uniform flow at the outlet section, it 
should be a function of mass flow only. Any error in the loss 
prediction should therefore result in an opposite error in the static 
pressure rise. 

Repeating the one-dimensional calculations at minimum mass 
flow, assuming that no diffusion takes place in the exit diffuser 
because of flow separation, results in a decrease of CP and accord
ing to Eq. (15) in a corresponding increase of the losses. This 
prediction agrees better with the measurements but the remaining 
discrepancy suggests (and this will be confirmed later) that sepa
ration already starts in the volute. 

Circumferential Flow Distortion 

The circumferential variation of the static pressure depends 
mainly on the volute flow. The circumferential variation of total 
pressure, temperature, and diffuser flow angle is mainly a conse
quence of the impeller and diffuser response to an outlet static 
pressure distortion. The following comparison therefore evaluates 
both the volute flow and the impeller-response models. 

Figures 11-14 compare the measured and predicted pressure 

Fig. 11 Circumferential static pressure distribution at the three operat
ing points 

and flow variation at the vaneless diffuser exit (R/R2 = 1.45) for 
the external volute at the three operating points indicated in Fig. 9. 
The static and total pressure distortion (Figs. 11 and 12) is very 
well predicted at maximum mass flow. The constant pressure at 
design mass flow confirms that the volute is well designed. The 
circumferential variation of the static pressure is slightly overes
timated at minimum mass flow. The main discrepancy is a zone of 
constant pressure, observed for 200 deg < 9 < 360 deg, suggest-
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Fig. 12 Circumferential total pressure distribution at the three operating 
points 
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ing that the flow separation is not restricted to the exit diffuser but 
already starts inside the volute. 

The small variation in total temperature at all operational points 
confirms the assumption of constant work (Fig. 13). 
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Fig. 14 Circumferential absolute flow angle distribution at the three 
operating points 

The model predicts an almost linear variation of the flow angle 
along the volute length whereas the measured one shows a wavy 
variation with two periods over one circumference (Fig. 14). The 
last one agrees well with the results of a combined three-
dimensional volute/unsteady impeller flow calculation (Hillewaert 
et al., 1999). The waviness is generated by the compression waves 
traveling back and forth inside the impeller (Fatsis et al., 1997) and 
cannot be predicted by the simple impeller response model used in 
the present calculations. However, this discrepancy has no large 
effect on the circumferential pressure distortion, which is a major 
result of these calculations. 

Conclusions 
It has been shown how the three-dimensional structure of the 

flow in volutes, as revealed by detailed measurements, can be 
described by an improved one-dimensional model and how the 
main losses are related to it. 

Loss and pressure rise predictions by this model have shown to 
be sufficiently accurate for overall performance predictions except 
when the flow separates in the volute or exit diffuser at very low 
mass flows. The weak point of the prediction model is its inability 
to predict flow separation in the volute. 

As a result of the impeller response model, the method also 
allows a good prediction of the circumferential pressure and flow 
distortion at off-design operation and can be used to define a 
distortion-free volute at design conditions. 
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The Effect of Inlet Boundary 
Layer Thickness on the 
Flow Within an Annular 
S-Shaped Duct 
Experimental and numerical investigations were carried out to gain a better understand
ing of the flow characteristics within an annular S-shaped duct, including the effect of the 
inlet boundary layer (IBL) on the flow. A duct with six struts and the same geometry as 
that used to connect compressor spools on our experimental small two-spool turbofan 
engine was investigated. A curved downstream annular passage with a similar meridional 
flow path geometry to that of the centrifugal compressor has been fitted at the exit of 
S-shaped duct. Two types of the IBL (i.e., thin and thick IBL) were used. Results showed 
that large differences of flow pattern were observed at the S-shaped duct exit between two 
types of the IBL, though the value of "net" total pressure loss has not been remarkably 
changed. According to "overall" total pressure loss, which includes the IBL loss, the total 
pressure loss was greatly increased near the hub as compared to that for a thin one. For 
the thick IBL, a vortex pair related to the hub-side horseshoe vortex and the separated 
flow found at the strut trailing edge has been clearly captured in the form of the total 
pressure loss contours and secondary flow vectors, experimentally and numerically. The 
high-pressure loss regions on either side of the strut wake near the hub may act on a 
downstream compressor as a large inlet distortion, and strongly affect the downstream 
compressor performance. There is a much-distorted three-dimensional flow pattern at the 
exit of S-shaped duct. This means that the aerodynamic sensitivity of S-shaped duct to the 
IBL thickness is very high. Therefore, sufficient care is needed to design not only 
downstream aerodynamic components (for example, centrifugal impeller) but also up
stream aerodynamic components (LPC OGV). 

Introduction 

A swan-neck duct is used to connect the low- and high-
pressure compressors of aircraft gas turbine engines. In a small 
gas turbine, a centrifugal high-pressure compressor is often 
used. In this case, the swan-neck duct is S-shaped due to the 
aerodynamic design restriction of the centrifugal compressor. 
Within this duct, flow separation must be avoided to minimize 
the total pressure loss within the duct. In addition, a uniform 
flow field at the duct exit must also be achieved. However, it is 
very difficult to satisfy these various requirements in practice. 
The S-shaped duct also contains struts to support loads and 
passages for engine accessories and other systems, resulting in 
a highly complex flow field pattern due to interaction of the duct 
passage with the struts. Furthermore, the requirements must be 
fulfilled for a short axial length. 

Recently, some studies have been reported on S-shaped ducts 
(Britchford et al, 1994; Bailey et al., 1997; Bailey and Carrotte, 
1996). Their long-term objective is to apply CFD methods to 
enable the optimum design of S-shaped ducts. Therefore, compre
hensive measurements were done using an LDV system under 
ideal and typical actual engine inlet conditions. However, the 
S-shaped duct inlet velocity was relatively low and the duct itself 
was of constant-flow area. Only one radial strut was used in order 
to assess the effect on performance of placing radial struts within 
the duct. On the other hand, Sonoda et al. (1998) studied the flow 
within an S-shaped duct with a more practical configuration and 
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Sweden, lune 2-5, 1998. Manuscript received by the International Gas Turbine 
Institute February 1998. Paper No. 98-GT-260. Associate Technical Editor: R. E. 
Kielb. 

high-speed condition, experimentally and numerically. The em
phasis of the earlier paper was to investigate the influence on the 
flow of downstream passage located at the exit of the S-shaped 
duct. They showed that the total pressure loss is greatly increased 
near the hub in the case of the curved annular downstream passage 
when compared to the straight annular passage. Furthermore, a 
vortex related to casing-side horseshoe vortex was observed in the 
form of high-loss region adjacent to the casing, experimentally. 
However, they could not detect a vortex related to hub-side horse
shoe vortex as a spatial concentrated total pressure loss (as a vortex 
core). According to their numerical simulation results of the effect 
of IBL thickness, they qualitatively predicted the existence of a 
much higher loss region due to the hub-side horseshoe vortex, as 
the IBL thickness was thicker. However, these numerical results 
are not still acceptable for aerodynamic engineer as a design data, 
due to the uncertainty of simulation technique or the lack of 
quantitative estimation. 

In this stage of progress in research, it would be worthwhile to 
investigate not only the effect of the IBL thickness on the flow 
within an S-shaped duct but also the limitation of in-house-
developed density-based Navier-Stokes code. 

The motivation of our study is that, according to performance 
test of our centrifugal compressor with an S-shaped duct, the 
decrease in efficiency was much greater than expected. Therefore, 
a project team was organized last year to investigate the flow 
mechanism within the S-shaped duct, and to clear the cause of 
efficiency drop on centrifugal compressor test. 

The objectives of this investigation are: (1) to study the aero
dynamic sensitivity of the flow within an S-shaped duct to the IBL 
thickness, experimentally and numerically, and (2) to evaluate the 
reliability of the three-dimensional density based Navier-Stokes 
time marching code, in more detail. 
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Fig. 1 Experimental apparatus for thick inlet boundary layer 

Experimental Methods 

Experimental Facility. An experimental apparatus of the 
S-shaped duct test rig is shown in Fig. 1. This is for the case of the 
thick inlet boundary layer (IBL). Air is supplied by laboratory 
compressors into a plenum chamber prior to passing through the 
S-shaped duct, and is exhausted to atmospheric pressure via an 
exhaust diffuser system set up in the test cell. A curved down
stream annular passage, which is a similar meridional flow path 
geometry to that of the centrifugal compressor on our experimental 
small two-spool turbofan engine, has been fitted at the exit of 
S-shaped duct. 

A long inlet passage with about 200 mm length has been newly 
fitted between the inlet contraction and the S-shaped duct to 
investigate the effect of the IBL thickness on the flow within the 
S-shaped duct. A test rig shown in our earlier paper is for the thin 
IBL. That is, the long inlet passage is removed in the test for the 
thin IBL. The detailed configuration of the S-shaped duct and the 
curved downstream annular passage was described in our earlier 
paper. A passage (from about XIL = —0.2 to about +0.1) 
upstream of the S-shaped duct leading edge has the same geometry 
as that of the LPC OGV. In Fig. 1, Station 1 (XIL = 0.0) 
corresponds to the trailing edge position of the LPC OGV, and 
Station 2 (XIL =1 .0 ) corresponds to a leading edge of centrifugal 
impeller. The inlet Mach number, used in the case of the thick IBL, 
is 0.386 ± 0.03, based on the inlet total pressure (Station 0) and the 
mean value of the hub and casing static pressures at Station 1. This 
Mach number is the same as that of the thin IBL. 

Static pressure taps are located at various streamwise positions 
on the hub and the casing, which allow for the estimation of the 
flow characteristic and the effect of the IBL thickness. The cir
cumferential position of these taps corresponds to midpoint be
tween the struts. In addition, on the strut surface, static pressure 

taps are located at 11, 44, and 89 percent of the strut span. The area 
ratio (A 1/A2) of the S-shaped duct is about 1.2. The S-shaped duct 
has six struts with NACA 0021-profile geometry. 

Instrumentation. Inlet total pressure and temperature are 
measured at the center of the plenum chamber (at Station 0 in Fig. 
1). At the outlet, using the three-axis traverse mechanism, traverse 
measurements of pressure were made using a miniature five-hole 
pressure probe with an overall diameter of 1.5 mm, which was 
calibrated in advance. The axial position of these measurements 
(XIL = 1.03) nearly corresponds to the centrifugal impeller 
leading edge (Station 2). The outer ring of curved annular passage 
moves in the circumferential direction by the three-axis traverse 
mechanism. The data are mainly obtained at eight radial positions 
traversed along 20 circumferential points. The area traversed cor
responds to half of the strut pitch. The measurements of the two 
types of the IBL profile (i.e., the thin and the thick IBL) are done 
at Station 1 using a miniature boundary layer pressure probe 0.4 
mm (height) X 0.85 mm (width). Furthermore, additional bound
ary layer measurements are done at Stations 0-1 in order to get 
inlet boundary pressure conditions for CFD in the case of the thick 
IBL. The flows on the strut and the hub/casing surfaces have been 
visualized using a mixture of titanium dioxide and oleic acid. 

Data Reduction. Static pressures along the hub, the casing, 
and the strut surface are given in terms of the pressure recovery 
coefficient (Cp)\ while the total pressure loss coefficient between 
the S-shaped duct inlet (Station 1: XIL = 0.0) and the duct exit 
(XIL = 1.03: near Station 2) is defined as A: 

C „ ^ 
P.A - P., 

A = 
P>A ~ pu 

Pt.l 

Nomenclature 

A = local cross-sectional area 
Cp = static pressure recovery coeffi

cient 
L = representative axial length of 

S-shaped duct = 98.6 mm (see 
Fig. 1) 

Pt = total pressure, kPa 
Ps = static pressure, kPa 
R = radius, mm 

Tt = total temperature, K 
V = flow velocity 
X = axial distance, mm 
8* = displacement thickness, mm 
H = shape factor 
6 = momentum thickness, mm 
A = total pressure loss coefficient 

Superscripts and Subscripts 
— = time average 

hub = inner casing wall 
casing = outer casing wall 

max = maximum 
w = wall 

0, 1, 2 = streamwise position (see Figs. 1 
and 2) 
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Here, the total pressure at Station 1 (Pt, i) has been assumed the 
same as the pressure at Station 0 (Pt,0) in the plenum chamber. 
The total pressure loss coefficient obtained from this assumption is 
called "overall" total pressure loss, which includes the loss of the 
IBL. 

On the other hand, total pressure loss that does not include the 
loss of the IBL is called "net" total pressure loss. The "net" loss is 
obtained using the measured mass-averaged total pressure at Sta
tion 1 (Pt,i) instead of Pt,0. 

The five-hole pressure probe provides information on total and 
static pressure as well as flow direction (pitch and yaw angles) and 
velocity is calculated from these data. 

Estimate of Experimental Error. The inlet total pressure 
probe, the boundary layer pressure probe, the static taps, and the 
five-hole pressure probe discussed above were connected to a 
precalibrated differential pressure transducer, which had a range of 
±98 kPa. The output was read automatically from an integrating 
digital voltmeter. Total and static pressure measurements were 
reproducible to within ±10 mm of water. Based on these values, 
it was estimated that the static pressure recovery and the total 
pressure loss coefficient were reproducible to within ±0.02 and 
±0.01, respectively. 

Computational Methods 
A three-dimensional compressible density based Navier-Stokes 

code with a low-Reynolds number k-e turbulent model (Arima et 
al., 1997), has been applied to the flow within the S-shaped duct. 
The computational body-fitted grid, for example, used for the thick 
IBL is shown in Fig. 2. Part of the casing grid is omitted to allow 
a better view of the S-shaped duct with struts. The grid consists of 
69 nodes in the strut-to-strut direction, 69 nodes in the spanwise 
direction, and 251 nodes in the streamwise direction. High grid 
density has been used because of the increase of computational 
accuracy. That is, the change of total pressure between S-shaped 
duct inlet and outlet is a very small fraction of the inlet total 
pressure. 

A grid sensitivity study had been performed by focusing on the 
distribution of total pressure loss coefficient obtained from differ
ent grid systems. The coarse grid sometimes gave a local numer
ical error, such as a negative loss coefficient. With the increasing 
of grid points (in especially radial direction), the unreasonable 
physical phenomena had disappeared. Therefore, such a high-

density grid, as used in this work (251 X 69 X 69), has been 
adopted. For proper resolution of the boundary layer, a typical 
value less than 5 should be required. In this work, except in the 
immediate vicinity of the leading and trailing edges, the strut, hub, 
and casing surface boundary layers had at least 11 grid points with 
values of v+ < 20. This yielded values of y+ = 1 at grid points 
adjacent to the walls; and then its average value of whole grid 
points adjacent to the walls had become y+ < 2. 

Calculations have been performed for two types of IBL thick
ness. For the case of the thick IBL, as inlet boundary conditions, 
the measured pressure and temperature at Station 0-1 were used, 
and inlet flow direction was along the hub and the casing without 
swirling. 

On the other hand, for the case of the thin IBL, the grid was 
partially changed. That is, a grid with short inlet passage (from 
XIL = —0.62 to 0.0 (Station 1)) was used instead of the long inlet 
passage (from XIL = —0.92 to 0.0 (Station 1)). This is because 
the experimental data as inlet boundary conditions for the thin IBL 
could not be gotten due to restrictions on the test rig layout. 
Therefore, the calculation for the thin IBL was repeated until the 
calculated IBL thickness of Station 1 was in good agreement with 
that of the measurement, by changing the IBL thickness at XIL = 
-0 .62 . 

The initial total pressure profile in the IBL was calculated 
automatically using a 7 -power velocity profile law and was used as 
an inlet total pressure boundary condition. Downstream back pres
sure was fixed at hub and casing due to no swirling and adjusted 
to coincide with the corrected mass flow of Station 1. 

Results and Discussion 

Inlet Boundary Layer. In order to estimate the characteristic 
of the IBL at Station 1 for the thin and thick IBL, the IBL 
measurements were done using the miniature boundary layer pres
sure probe. The obtained total pressure data were transformed to 
velocity profile using static pressure values measured on the hub 
and the casing. Figures 3(a) and 3(b) show the total pressure 
profile and the velocity profile at Station 1, respectively. In both 
cases (the thin and the thick IBL), as the flow is affected by a 
curvature effect in this station, the velocity-shear flow field is 
generated. The thickness of IBL on the hub and casing is of the 
same order, and it is about 5 percent and about 30 percent of 
passage height for the "thin" and the "thick" IBL, respectively. 
Calculated results are also shown in Fig. 3. When contrasting both 
results (experiments and calculations), there is a difference regard
ing the boundary layer profile. This is due to the use of the 7 -power 
velocity profile as an inlet boundary condition at Station 0-1 , 
instead of the measured boundary layer total pressure profile. 
However, the tendency between measurements and calculations is 
quite the same, though there is a little deficit of inlet total pressure 
from about 30 to 60 percent span height. 

The boundary layer parameters (8*, 6, H) were obtained under 
the extrapolation of the main flow velocity (i.e., the velocity of no 
pressure loss region), as shown in the form of "straight lines" in 
Fig. 3(b). Table 1 shows the measured boundary layer parameters. 
It is apparent that the IBL at Station 1 is turbulent flow, because the 
shape factor H = 8*16 is sufficiently small as compared to 2.59 
(laminar flow along a plate) or 1.30 (turbulent flow along a plate). 

I \ v max/ 
J 0 

e= [(x-T-)^TdR 

I \ ' max/ Y max 
J 0 

Flow Visualization. Flow has been visualized experimentally 
and numerically to gain a qualitative understanding of the flow 
pattern within the S-shaped duct. The representative results are 
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Fig. 3 Boundary layer profiles for thin and thick IBL at Station 1 

shown in Fig. 4. Figure 4(a) shows the flow pattern along the strut 
and hub surface. A typical horseshoe vortex that forms ahead of 
the blunt-strut leading edge with a saddle point is observed. From 
this point, two limiting streamlines emerge and wrap around the 
strut. As the limiting streamline is traced downstream, it is seen to 
move toward the strut surface and to be migrating in the spanwise 
direction on the strut surface. A small separation region is ob
served on the strut surface at the hub corner of the trailing edge, 
experimentally and numerically. 

When contrasting the two IBL (i.e., the thin and the thick IBL), 
the difference of each saddle point's position is not so large. In the 
case of the thick IBL, the migration levels of low-momentum fluid 
on the strut surface are smaller than that of the thin IBL, experi
mentally and numerically. This may be due to a developed coun
terclockwise hub-side horseshoe vortex (see Figs. 5 and 9) and due 
to a decreased radial pressure gradient (see Fig. 6). The calculated 
flow pattern on the hub surface has very small shear stress in the 
both cases, as compared to that for a straight downstream passage 
(Sonoda et al., 1998). This is mainly due to a high positive 
streamwise pressure gradient on the hub in the latter half of the 
S-shaped duct. The pressure gradient measured for the straight 

Table 1 Measured boundary layer parameters for thin and thick IBL at 
Station 1 

- IBL -SIDE S *(mm) 0(mm) H 

Thin CASING 0.184 0.172 1.07 Thin 
HUB 0.138 0.133 1.04 

Thick CASING 0.383 0.344 1.11 Thick 
HUB 0.314 0.300 1.05 

downstream passage in our earlier paper is the limitation for the 
separation on the hub. 

The horseshoe vortex observed on the hub can also be seen on 
the casing as shown in Fig. 4(b). The strut has been removed. This 
feature is, however, very different from that of the hub. That is, the 
distance between the limiting streamline and the strut surface is 
almost constant within the S-shaped duct, while at the trailing 
edge, two-wake limiting streamlines form. In the two types of IBL, 
the feature of the flow pattern for the thick IBL is somewhat 
different from that for the thin IBL. First, the saddle point is moved 
toward the upstream direction as the IBL thickness is increased. 
Second, though the shape of the wake-limiting streamline is almost 
same for the two types of IBL, the distance between the limiting 
streamline related the horseshoe vortex and the wake limiting 
streamline is significantly increased. On the whole, the calculated 
results are in good agreement with the experimental results, 
qualitatively. 

Figure 5 numerically shows the relation between the oil flow 
pattern and the hub-side horseshoe vortex. This is in the case of the 
thick IBL. As already described, though the limiting streamline is 
seen to be migrating in the spanwise direction on the strut surface 
(in Fig. 4(a)), the hub-side horseshoe vortex keeps a constant 
distance from the strut surface. The spatial development of the 
hub-side horseshoe vortex becomes noticeable from the latter half 
of the strut, due to a positive pressure gradient on the hub, as 
shown in Fig. 6. 

Hub, Casing, and Strut Static Pressure. The hub and casing 
wall pressure coefficient, Cp, is presented in Fig. 6 for two cases 
of the IBL. As the flow follows a curved path within the S-shaped 
duct, a modification to the static pressure field occurs due to the 
balance between centrifugal force and radial pressure gradient. 
Across the first bend (^Station 1), the pressure close to the casing 
is higher than that adjacent to the hub. However, this situation is 
reversed at the second bend since the flow follows the downstream 
curved passage fitted at the exit of S-shaped duct. The flow 
experiences a significant positive streamwise pressure gradient in 
the latter half of the duct on the hub surface. In contrast, the 
pressure gradient is almost negative adjacent to the casing where 
Cp decreases along approximately 80 percent of the duct length. 
When contracting both cases (i.e., the thin and thick IBL), Cp 
profiles show significant, though not dramatic, differences in the 
latter half of the S-shaped duct. Radial pressure gradient from hub 
to casing is decreased adjacent to the S-shaped duct exit in the case 
of the thick IBL. The cause is the less curvature effect due to the 
thick boundary layer. As shown in Fig. 6, the calculated results are 
in good agreement with experimental results. 

The strut wall static pressure coefficient, Cp, is presented in Fig. 
7 at 11, 44, and 89 percent of the strut span. There is not a 
noticeable effect of the IBL thickness on the strut surface static 
pressure. The tendency between the measurement and the calcu
lation is quite the same. 

Total Pressure Loss Coefficient, Experimental and calcu
lated contours of the total pressure loss coefficient are shown in 
Fig. 8 for thin IBL (left) and the thick IBL (right), obtained at the 
S-shaped duct exit (X/L = 1.03). The calculated contours have an 
increment of 5 percent. According to the experimental results in 
both cases (i.e., the thin and the thick IBL), the boundary layer 
near the hub at the midpoint between the struts is thicker than that 
near the casing. This is due to the streamwise positive pressure 
gradient along the hub in the latter half of the duct, as already 
shown in Fig. 6. When contrasting both cases (i.e., thin and thick 
IBL), the boundary layer thickness near the hub and casing region 
is greatly increased in the case of the thick IBL. At the same time, 
the higher loss region is observed, as a large total pressure hole, on 
either side of the strut wake near the hub in the case of the thick 
IBL. This "hole" seems to be related to the inlet hub-side horse
shoe vortex. The calculated total pressure losses in Fig. 8 are much 
larger than indicated in the experimental contours, especially for 
the thick IBL. This is probably due to the difference of inlet 
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Fig. 4 Experimental and numerical flow visualization results for thin and thick IBL 

boundary layer total pressure profile at Station 1 between experi- boundary layer thickness is adjusted to be the same value of the 
ment and CFD (see Fig. 3(a)). That is, total pressure loss in CFD experiment, using a 7 -power velocity profile law. Furthermore, in 
is larger than that of the experiment. In our CFD calculation, the the case of the thick IBL, the circumferential variation region of 
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Fig. 5 Comparison of hub-side oil flow pattern with hub-side horseshoe 
vortex 

the total pressure loss adjacent to the casing is more extended 
radially inward. The maximum of total pressure loss at about 5 deg 
corresponds to the "wake limiting streamline," as already shown in 
Fig. 4(b). This deformation of the total pressure loss is due to the 
casing-side horseshoe vortex. 

-1.5 I ' ' •—^6 1 

-0.5 0 0.5 1 1.5 
Axial Position X/L 

Fig. 6 Static pressure distribution on hub and casing for thin and thick 
IBL 

0 0.2 0.4 0.6 0.8 1 
Axial Position X/L 

Fig. 7 Static pressure distribution on strut surface for thin and thick IBL 

Secondary Flow Vectors. As already reported in our earlier 
paper, the secondary flow vectors indicated radially outward 
flow due to the hub passage curvature at the S-shaped duct exit 
(at about Station 2: X/L = 1.03). Therefore, the flow features 
are not clear due to the high radially outward flow. In this study, 
the radial velocity vectors at the various spatial points have 
been subtracted from that of each radial position at the midpo-
sition in order to clear the flow feature. Figure 9 shows the 
experimental and calculated secondary flow vectors at the 
S-shaped duct exit. The flow features are very clear, especially 
for the thick IBL. A vortex related to a casing-side horseshoe 
vortex has been clearly captured for both thin and thick IBL in 
the form of velocity vectors, experimentally and numerically. 
Furthermore, a single vortex (clockwise) has been observed 
near the hub wall for the thin IBL. The hub-side single vortex 
is induced in the separated flow found at the strut trailing edge. 
On the other hand, in the case of the thick IBL, a vortex pair is 
noticeable in both experimental and numerical velocity vector 
results. Counterclockwise vortical motion corresponds to the 
hub-side horseshoe vortex. It is the counterrotating action of the 
two vortices that is pumping the low total pressure fluid from 
the near-hub wall boundary layer into the passage that causes 
the "hole." On the whole, the experimental and calculated 
results show good qualitative agreement. 

It is very clear that the effect of the IBL thickness on the flow 
within an S-shaped duct is very high. In other words, the aerody
namic sensitivity of the S-shaped duct to the IBL thickness is very 
high. Especially, the hub-side horseshoe vortex may have an 
adverse effect on the downstream centrifugal compressor perfor
mance, such as a large inlet distortion. Since, in a real engine, the 
inlet flow upstream of the S-shaped duct may be much distorted 
and occupied with a poor IBL than our "thick" IBL used in this 
study. Therefore, sufficient carefulness is needed to design not 
only downstream aerodynamic component (for example, centrifu
gal impeller) but also upstream aerodynamic component (for ex
ample, LPC OGV). 
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Fig. 8 Total pressure loss contours at S-shaped duct exit (Station 2) for thin and thick IBL 

Overall and Net Total Pressure Loss. Figure 10 shows the 
spanwise distribution of mass-averaged "overall" total pressure 
loss coefficient. The total pressure loss near the hub is greatly 
increased in the case of the thick IBL, experimentally and numer
ically. 

As already described in "Data Reduction," the overall total 
pressure loss coefficient includes the pressure loss within the IBL 
developed along the inlet upstream passage. Therefore, it is worth

while to subtract the upstream IBL total pressure loss from the 
results in Fig. 10. Table 2 shows not only the overall mass-
averaged total pressure loss coefficient but also the net total 
pressure loss coefficient for the thin and the thick IBL. The 
measurement neglects the high loss regions in the annulus bound
ary layer. Therefore, the calculations had been processed in the 
same way as the experiments. The "overall" loss of the measure
ments increases from 6.4 to 11.8 percent as the IBL thickness 
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Fig. 9 Secondary flow vectors at S-shaped 

increases; while the "net" total pressure loss increases from 5.4 to 
7.2 percent. The rate of increase for the net loss is about 33 
percent. Although there is no dramatic difference for the "net" 
pressure loss between the thin and thick IBL, it is apparent that the 
flow pattern within the S-shaped duct is significantly affected by 
the IBL thickness. In comparing the experimental and calculated 
results, there are discrepancies in the spanwise distribution of 
overall total pressure loss and in the "net" total pressure loss values 
for the thin and the thick IBL. Both results, however, indicate the 
same overall behavior. 

Journal of Turbomachinery 

Thick IBL 

Experiment 

Mid-Position 

duct exit ("Station 2) for thin and thick IBL 

Concluding Remarks 
Experimental and numerical investigations were carried out to 

gain a better understanding of the flow characteristics within an 
annular S-shaped duct with the curved annular downstream pas
sage, including the effect of the inlet boundary layer (IBL) thick
ness on the flow. The following conclusions were drawn: 

1 A vortex related to a casing-side horseshoe vortex has been 
clearly captured for both thin and thick IBL in the form of 
velocity vectors, experimentally and numerically. Further-
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Fig. 10 Spanwlse distribution of overall total pressure loss coefficient 
at S-shaped duct exit (-Station 2) 

more, a single vortex has been observed near the hub wall 
for the thin IBL. The hub-side single vortex is induced in the 
separated flow found at the strut trailing edge. 

2 When contrasting both cases (thin and thick IBL), the spatial 
concentrated high loss region (i.e., the large total pressure 
"hole") has been generated near the hub wall for the thick 
IBL. This is due to a vortex pair. It is the counterrotating 
action of the two vortices that is pumping the low total 
pressure fluid from the near-hub wall boundary layer into the 

Table 2 Comparison between mass-averaged overall and net total pres
sure loss coefficient 

A (%) Thin IBL Thick IBL 

Overall Measurement 6.4 11.8 Overall 

Calculation 8.6 16.5 

Net Measurement 5.4 7.2 Net 

Calculation 6.4 7.9 

passage that causes the "hole." At the same time, high total 
pressure loss region near the casing has been extended 
radially inward. 

3 Large differences of flow pattern have been observed at the 
S-shaped duct exit between two types of the IBL, though the 
value of "net" total pressure loss has not been significantly 
increased. Aerodynamic characteristic of the flow within an 
S-shaped duct is greatly affected by the IBL thickness. 

4 A vortex pair near the hub wall may have an adverse effect 
on the downstream centrifugal compressor performance, 
such as a large inlet distortion. Since, in a real engine, the 
inlet flow upstream of S-shaped duct may be much distorted 
and occupied with a poor IBL than our "thick" IBL used in 
this study. Therefore, sufficient carefulness is needed to 
design not only downstream aerodynamic component (for 
example, centrifugal impeller) but also upstream aerody
namic component (for example, LPC OGV). 

5 Calculated results using the three-dimensional Navier-
Stokes code with a low-Reynolds-number k-e turbulent 
model are in good agreement with experimental results. 
However, quantitative discrepancies are still observed in the 
wake region. 
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